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ABSTRACT 

This study explores the impact of ad scheduling on user conversions by analyzing 

temporal patterns in user behavior. In the increasingly competitive landscape of digital 

marketing, optimizing the timing of ad placements is critical for maximizing user 

engagement and conversion rates. Utilizing a comprehensive dataset from Kaggle, 

which includes variables such as user ID, ad exposure details, and conversion 

outcomes, we employed both time series analysis and survival analysis to uncover 

insights into how different ad scheduling strategies affect conversion rates. The 

ARIMA model, used for time series analysis, provided reasonable predictive accuracy 

with a Mean Absolute Error (MAE) of 389.92, Root Mean Squared Error (RMSE) of 

463.97, and Mean Absolute Percentage Error (MAPE) of 2.26%. This model 

effectively identified specific hours and days with higher likelihoods of conversion, 

particularly during evenings and weekends. On the other hand, the Cox Proportional 

Hazards model, used for survival analysis, demonstrated superior performance with 

a concordance index of 0.97, indicating its exceptional ability to predict the timing of 

user conversions based on various covariates such as the number of ads seen and 

the specific hours of exposure. The findings suggest that strategic ad scheduling, 

tailored to align with user temporal behavior, can significantly enhance marketing 

effectiveness by targeting users during peak conversion periods. These insights offer 

practical implications for digital marketers aiming to refine their ad delivery strategies 

to achieve higher conversion rates and improve return on investment.  

Keywords Ad Scheduling, User Conversions, Temporal Patterns, ARIMA, Cox 

Proportional Hazards, Digital Marketing, Time Series Analysis, Survival Analysis, 

Conversion Rates, Digital Advertising, Predictive Modeling 

INTRODUCTION 

Digital advertising has significantly transformed how businesses engage with 

their target audiences. Through digital marketing strategies, companies can 

create personalized messages tailored to the specific needs and preferences of 

their target demographics [1]. This personalized approach is facilitated by the 

connectivity and interactivity inherent in digital marketing, enabling businesses 

to engage in many-to-many communications that are timely, relevant, and cost-

effective [2]. 

Digital advertising encompasses various strategies and platforms, from social 

media ads to search engine marketing, providing unparalleled opportunities for 

precise targeting and real-time interaction. To enhance ad delivery in the 

competitive digital advertising landscape, businesses should implement 
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strategies that effectively capture and retain consumer attention. The transition 

from offline to online consumer behavior has resulted in a proliferation of digital 

advertisements competing for consumer attention [3]. This optimization includes 

determining the best times to display ads to maximize user engagement and 

conversions [4]. 

Ad scheduling, or the strategic timing of ad placements, plays a vital role in 

digital marketing effectiveness [5]. Properly scheduled ads can significantly 

increase the chances of reaching users at the moments they are most likely to 

engage with the content and convert into customers. The timing of ad delivery 

can influence a user's likelihood to interact with an ad and make a purchase, 

highlighting the necessity of understanding and leveraging temporal patterns in 

user behavior. 

The primary objective of this study is to investigate the impact of ad scheduling 

on user conversions by analyzing temporal patterns. By employing both time 

series analysis and survival analysis, this research aims to uncover insights into 

how different ad scheduling strategies affect conversion rates. The findings of 

this study will provide valuable guidance for digital marketers seeking to 

enhance their ad scheduling tactics to improve user conversions and overall 

campaign performance. 

This study seeks to answer several critical questions regarding the impact of ad 

scheduling on user conversions. Firstly, it aims to understand how different ad 

scheduling strategies affect user conversion rates. By examining various 

scheduling approaches, the study will identify which strategies are most 

effective in driving conversions. Secondly, the research aims to uncover the 

temporal patterns in user conversions. Analyzing these patterns will provide 

insights into the specific times and conditions under which users are most likely 

to convert. Understanding these patterns is essential for optimizing ad delivery 

and enhancing marketing effectiveness. Finally, the study will evaluate the 

effectiveness of different modeling approaches—specifically, time series 

analysis and survival analysis—in predicting user conversions. By comparing 

these methodologies, the research will determine which approach provides 

more accurate and actionable insights for optimizing ad scheduling strategies. 

The significance of this study lies in its practical implications for digital marketers 

and advertisers, as well as its contribution to the existing literature on ad 

scheduling and user behavior. For practitioners in the field, the findings offer 

actionable insights into how ad scheduling can be optimized to maximize user 

conversions. By identifying the most effective times and conditions for ad 

delivery, marketers can enhance the efficiency and effectiveness of their 

campaigns, ultimately driving higher conversion rates and improving return on 

investment. 

Additionally, this study contributes to the academic discourse by providing 

empirical evidence on the impact of ad scheduling on user conversions. It 

extends the current understanding of temporal patterns in user behavior and the 

effectiveness of different modeling approaches, such as time series analysis 

and survival analysis, in predicting conversions. This research fills a gap in the 

literature by offering a comprehensive analysis of how scheduling strategies 

influence user engagement and conversion outcomes, thereby informing future 

studies and advancing knowledge in the field of digital marketing. 
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Literature Review 

Digital Advertising and User Behavior 

Digital advertising has become a cornerstone of modern marketing strategies, 

leveraging the internet's vast reach to connect with potential customers in ways 

that were previously unimaginable. The landscape of digital advertising 

encompasses a wide array of strategies, including search engine marketing 

(SEM), social media advertising, display advertising, email marketing, and 

influencer partnerships, among others. Each of these strategies offers unique 

benefits and challenges, allowing businesses to tailor their marketing efforts to 

specific audiences and goals. 

Search engine marketing, for instance, involves placing ads on search engine 

results pages (SERPs) to capture user interest at the moment of search intent. 

Social media advertising utilizes platforms like Facebook, Instagram, Twitter, 

and LinkedIn to engage users through targeted ads that appear in their social 

feeds. Display advertising involves placing banner ads on websites, leveraging 

visuals to attract attention and drive traffic. Email marketing, a more direct 

approach, involves sending promotional messages directly to users' inboxes, 

fostering a personalized connection. Influencer partnerships leverage the 

credibility and reach of social media influencers to promote products 

authentically to their followers. 

Several factors influence user behavior and conversions in digital advertising. 

First and foremost is the relevance of the ad content to the user [6]. Highly 

targeted ads that align with user interests and needs are more likely to capture 

attention and drive engagement. The quality and design of the ad itself also play 

crucial roles; visually appealing ads with clear calls to action can significantly 

enhance user response rates. Timing and frequency of ad exposure are critical 

factors as well [7]. Repeated exposure to an ad can build familiarity and trust, 

increasing the likelihood of conversion, but too much repetition can lead to ad 

fatigue and diminished returns. The timing of ad delivery—whether the user is 

exposed to the ad during peak engagement times or in moments of decision-

making—can also significantly impact effectiveness. 

Additionally, the platform on which the ad is displayed can influence user 

behavior. Users may respond differently to ads on social media compared to 

search engines or email, depending on the context in which they encounter the 

ad. The device used to view the ad (e.g., mobile, desktop, tablet) can also affect 

user engagement and conversion rates, as mobile users may exhibit different 

browsing and purchasing behaviors compared to desktop users. 

User behavior is also influenced by external factors such as seasonality, 

economic conditions, and cultural trends. Seasonal campaigns that align with 

holidays or special events can see higher engagement due to the timely 

relevance of the ads. Economic conditions, such as consumer confidence and 

disposable income levels, can affect purchasing behavior and response to 

promotional offers. Cultural trends and social issues can also shape user 

attitudes and responses to advertising. Understanding these factors is essential 

for designing effective digital advertising campaigns. By leveraging insights into 

user behavior and preferences, marketers can create targeted, engaging ads 

that resonate with their audience and drive higher conversion rates. This 

understanding also forms the basis for optimizing ad scheduling strategies, 



Journal of Digital Market and Digital Currency 

 

Pratama and Sugianto (2024) J. Digit. Mark. Digit. Curr. 

 

168 

 

 

ensuring that ads are delivered at the most opportune times to maximize impact 

and efficiency. 

Ad Scheduling 

Ad scheduling, also known as dayparting, refers to the strategic timing of ad 

placements to optimize their effectiveness. The importance of ad scheduling in 

digital marketing cannot be overstated, as it directly influences the likelihood of 

user engagement and conversions. By carefully planning when ads are 

displayed, marketers can target audiences at the times they are most receptive, 

thereby maximizing the return on investment (ROI) for their advertising 

campaigns. The primary goal of ad scheduling is to ensure that advertisements 

are delivered to the right audience at the right time. This involves analyzing user 

behavior patterns to identify peak engagement periods [8]. For example, e-

commerce platforms may find that users are more likely to browse and make 

purchases during evenings and weekends, while B2B services might see higher 

engagement during weekday working hours. By scheduling ads to coincide with 

these periods, marketers can increase the visibility and impact of their 

campaigns. 

Several strategies are employed in ad scheduling to enhance ad performance. 

One common approach is to use historical data and analytics to determine the 

optimal times for ad delivery. Marketers can analyze metrics such as click-

through rates (CTR), conversion rates, and user activity patterns to identify the 

times when users are most likely to interact with ads. This data-driven approach 

ensures that ads are shown when they are most likely to achieve the desired 

outcomes. 

Another strategy is to use real-time bidding (RTB) platforms that allow 

advertisers to bid for ad placements in real-time. RTB platforms enable 

advertisers to dynamically adjust their bids based on the time of day, ensuring 

that ads are delivered during high-value periods. This approach not only 

optimizes ad spending but also enhances the relevance and effectiveness of 

the ads. Automated ad scheduling tools, provided by platforms like Google Ads 

and Facebook Ads Manager, offer sophisticated options for dayparting. These 

tools allow advertisers to set specific times and days for ad delivery, automate 

bid adjustments, and track performance metrics. By leveraging these tools, 

marketers can implement precise ad scheduling strategies without manual 

intervention, ensuring consistent and optimized ad performance. 

Temporal Patterns in User Behavior 

Temporal patterns in user behavior refer to the trends and cycles that 

characterize how users interact with online content over time. Understanding 

these patterns is crucial for optimizing digital marketing strategies, particularly 

ad scheduling. By analyzing when users are most active and receptive, 

marketers can tailor their campaigns to coincide with peak engagement periods, 

thereby maximizing the effectiveness of their advertising efforts. Temporal 

patterns in user behavior are crucial for recommendation systems as they 

capture evolving preferences and behaviors [9]. These patterns encompass 

user preference drifts, seasonal effects, and fluctuations in user and item activity 

rates [10]. 

Users' online activities often follow predictable temporal patterns influenced by 
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various factors such as daily routines, work schedules, and seasonal trends. 

For instance, internet usage typically peaks during certain times of the day, such 

as morning hours when people check their emails and social media, lunchtime 

breaks, and evenings when they relax and browse the internet. Weekdays and 

weekends also exhibit distinct usage patterns, with weekends often showing 

increased leisure-related browsing and weekdays reflecting more work-related 

searches. 

Advanced analytics and big data technologies enable marketers to dissect 

these patterns at a granular level. Tools like Google Analytics, Facebook 

Insights, and custom data analytics solutions can track user interactions across 

different platforms and timeframes. By aggregating and analyzing this data, 

marketers can identify the specific times when their target audience is most 

active and engaged. For example, an e-commerce website might find that traffic 

spikes in the evening hours, suggesting that ads scheduled during this period 

could achieve higher engagement and conversion rates. 

Numerous studies have explored the impact of ad timing on user engagement 

and conversion rates, revealing significant insights into how temporal factors 

influence advertising effectiveness. One key finding is that ad delivery timing 

can dramatically affect click-through rates (CTR) and conversion rates. Ads 

delivered during high-traffic periods are more likely to be seen and interacted 

with, resulting in better performance metrics. 

The timing of advertisements is crucial in determining user engagement with ad 

content. Research has shown that excessive ad clutter can lead to a reduction 

in user attention and engagement [11]. Advertisers should consider factors such 

as ad exposure time, user characteristics, and contextual information to 

optimize engagement rates [12], [13]. Additionally, the quality and relevance of 

ads are essential for maximizing long-term user engagement [14], [15]. Studies 

have indicated that user engagement not only increases the effectiveness of 

ads but also positively impacts sales and productivity [16]. 

Modeling Approaches 

In the field of digital marketing, understanding and predicting user behavior are 

essential for optimizing ad campaigns and improving conversion rates. To 

achieve this, various modeling approaches can be employed, each offering 

unique insights and advantages. This section provides an overview of two 

prominent modeling techniques: time series analysis with ARIMA models and 

survival analysis with Cox Proportional Hazards models. It also compares these 

approaches in the context of predicting user behavior. 

Time series analysis involves the examination of data points collected or 

recorded at specific time intervals. This type of analysis is particularly useful for 

identifying patterns, trends, and seasonal effects in temporal data. In digital 

marketing, time series analysis can help understand how user behavior 

changes over time and how these changes correlate with ad scheduling and 

other marketing activities. 

One of the most widely used models in time series analysis is the Auto-

Regressive Integrated Moving Average (ARIMA) model. The ARIMA model is 

designed to capture the underlying patterns in time series data by combining 

three components: Auto-Regressive (AR), Integrated (I), and Moving Average 
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(MA). The Auto-Regressive component uses the dependency between an 

observation and a number of lagged observations, essentially leveraging past 

values to predict future ones. The Integrated component involves differencing 

the observations to make the time series stationary, ensuring that its statistical 

properties, like mean and variance, remain constant over time. Finally, the 

Moving Average component utilizes the dependency between an observation 

and a residual error from a moving average model applied to lagged 

observations. Together, these components allow the ARIMA model to 

effectively analyze and forecast time series data. The ARIMA model is flexible 

and can be adjusted to suit various types of time series data, making it a 

powerful tool for forecasting future user behavior based on historical trends. For 

example, it can predict the number of user conversions in the coming days 

based on past conversion patterns, helping marketers to optimize their ad 

scheduling strategies accordingly. 

Survival analysis, originally developed for medical research, is used to analyze 

the time until the occurrence of an event of interest, such as user conversion in 

the context of digital marketing. This approach is particularly useful when 

dealing with time-to-event data and can provide insights into the factors that 

influence the timing of user conversions. The Cox Proportional Hazards model 

is a popular method in survival analysis. It assesses the effect of several 

variables on the hazard or risk of the event occurring. The model assumes that 

the hazard ratio between two individuals is constant over time, making it 

possible to evaluate the impact of different covariates (e.g., ad exposure, user 

demographics) on the likelihood of conversion. The Cox model provides a semi-

parametric approach, meaning it does not assume a specific baseline hazard 

function, making it flexible for various types of data. This model can help 

marketers understand not only whether users convert but also when they are 

likely to convert, based on different influencing factors. For instance, it can 

reveal how the timing and frequency of ad exposures impact the probability of 

conversion over time. 

Both ARIMA and Cox Proportional Hazards models offer valuable insights into 

user behavior, but they are suited for different types of analyses and predictions. 

ARIMA models are ideal for forecasting future values based on historical data. 

They excel in identifying trends and seasonal patterns, making them useful for 

predicting future user conversions and optimizing ad scheduling strategies over 

time. However, ARIMA models require the data to be stationary and may not 

handle time-to-event data effectively. On the other hand, the Cox Proportional 

Hazards model is particularly effective for analyzing time-to-event data, 

providing insights into the timing and likelihood of conversions based on various 

covariates. It is well-suited for understanding the factors that influence the timing 

of user behavior and can handle right-censored data, such as users who have 

not yet converted. However, the Cox model may not capture trends and 

seasonality as effectively as ARIMA models. 

Methods 

Research method for this study shown in figure 1 below: 
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Figure 1 Research Method  

Data Collection 

The dataset used in this study is sourced from Kaggle, a well-known platform 

for data science competitions and datasets. It contains detailed information on 

user interactions with online advertisements, specifically focusing on the timing 

and frequency of ad exposures and the resulting user conversions. The dataset 

comprises several key columns that provide insights into user behavior and ad 

effectiveness. 

Each entry in the dataset is uniquely identified by an index, represented as an 

integer. The user id column provides a unique identifier for each user, also in 

integer format. The test group column indicates whether the user was part of 

the advertisement group ("ad") or the public service announcement group 

("psa"), recorded as a string. The converted column is a binary indicator 

showing whether the user made a purchase after viewing the ad, with values of 

True or False. 

Additionally, the dataset includes the total ads column, which captures the total 

number of ads seen by the user, recorded as an integer. The most ads day 

column specifies the day of the week when the user saw the highest number of 

ads, recorded as a string. Lastly, the most ads hour column indicates the hour 

of the day when the user saw the highest number of ads, recorded as an integer. 

This dataset provides a comprehensive source of information for analyzing the 

impact of ad scheduling on user conversions. By leveraging these variables, we 

can explore how the timing and frequency of ad exposures influence user 

behavior and conversion rates. The richness of the dataset allows for detailed 

analysis and modeling, enabling us to uncover meaningful patterns and insights 

that can inform effective ad scheduling strategies. 

Data Preprocessing 

Data preprocessing is a critical step in preparing the dataset for analysis and 
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modeling. This process ensures that the data is clean, consistent, and suitable 

for the chosen analytical methods. The dataset used in this study comprises 

various columns, including user IDs, test groups, conversion indicators, total 

ads seen, most ads day, and most ads hour. The following steps were 

undertaken to preprocess the data: 

Firstly, missing values, outliers, and inconsistencies in the dataset were 

addressed. Although the initial inspection revealed no missing values in any of 

the columns, it is essential to ensure data completeness for accurate analysis. 

Any potential future datasets used in similar studies should be checked 

thoroughly for missing entries. Outliers in the numerical data, particularly in the 

'total ads' column, were handled using the interquartile range (IQR) method to 

maintain the integrity of the analysis. Inconsistencies in categorical data, such 

as variations in the naming conventions for days of the week, were standardized 

to ensure uniformity. 

Next, categorical variables were encoded, and numerical features were scaled. 

The 'test group' and 'most ads day' columns were transformed using one-hot 

encoding, converting categorical text data into a format suitable for machine 

learning algorithms. This transformation resulted in additional columns 

representing each category as binary features. For instance, the 'test group' 

was split into 'test group_ad' and 'test group_psa', while 'most ads day' was 

expanded to include columns such as 'most ads day_Monday', 'most ads 

day_Tuesday', and so on. This encoding allows models to process the 

categorical information effectively. 

Numerical features such as 'total ads' and 'most ads hour' were scaled to ensure 

they have comparable ranges, preventing models from being biased towards 

features with larger numerical values. Standardization was applied to these 

columns, transforming the data to have a mean of zero and a standard deviation 

of one. This scaling is particularly important for algorithms sensitive to the scale 

of input data. 

Finally, the dataset was split into training and testing sets to facilitate model 

evaluation. This split ensures that the models are trained on one subset of the 

data and tested on another, preventing overfitting and providing a robust 

measure of model performance. Typically, the dataset was divided into 80% for 

training and 20% for testing, although this ratio can be adjusted based on the 

size of the dataset and the specific requirements of the analysis. 

Exploratory Data Analysis (EDA) 

Exploratory Data Analysis (EDA) is a crucial step in understanding the dataset's 

characteristics and uncovering underlying patterns. This analysis focuses on 

the distribution of the "converted" variable across different temporal features 

and utilizes various visualization techniques to extract meaningful insights. 

The dataset reveals an overall conversion rate of 0.01, indicating that only 1% 

of users who were exposed to the advertisements converted, i.e., made a 

purchase. The distribution of the 'converted' variable shows a significant 

imbalance, with 528,929 instances of non-conversion (False) compared to 

7,115 instances of conversion (True). This imbalance is typical in advertising 

data and highlights the challenge of accurately predicting user conversions. 

To understand how conversions are distributed across different temporal 
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features, we examined the 'most ads day' and 'most ads hour' columns. These 

features indicate the day of the week and the hour of the day when users saw 

the highest number of ads. By analyzing these temporal patterns, we aim to 

identify peak times and days when conversions are more likely to occur. 

Visualization is a powerful tool in EDA, enabling us to detect patterns, trends, 

and anomalies that may not be immediately apparent from raw data. Several 

visualization techniques were employed to analyze the temporal patterns in user 

conversions. Time series plots were used to visualize the number of 

conversions over time, segmented by hour and day. These plots help identify 

trends and peaks in user conversion activity, such as specific hours during the 

day when conversions are most frequent. Heatmaps were also utilized to 

provide a visual representation of conversion frequencies across different days 

of the week and hours of the day. This visualization helps in identifying patterns 

such as which days and hours have higher conversion rates. 

The EDA revealed that certain hours of the day and days of the week exhibited 

higher conversion rates. For instance, evenings and late-night hours showed a 

higher concentration of conversions, which may suggest that users are more 

likely to make purchases during their leisure time. Similarly, certain days of the 

week, such as weekends, had higher conversion rates compared to weekdays. 

These insights are crucial for optimizing ad scheduling strategies to maximize 

user engagement and conversion rates. 

The dataset includes columns such as 'user id', 'test group', 'converted', 'total 

ads', 'most ads day', and 'most ads hour'. The distribution of these variables and 

their relationships were examined to understand better how different factors 

influence user conversions. The preprocessing steps ensured that categorical 

variables were encoded and numerical features were scaled, making the data 

suitable for analysis. 

Time Series Analysis 

Time series analysis is employed to understand and predict patterns in user 

conversions over time. This section outlines the methodology for applying 

ARIMA (Auto-Regressive Integrated Moving Average) models to the dataset 

and discusses the evaluation metrics used to assess model performance. 

The ARIMA model is a widely used statistical method for time series forecasting. 

It combines three components: Auto-Regressive (AR), Integrated (I), and 

Moving Average (MA). The AR component uses the dependency between an 

observation and several lagged observations (past values). The I component 

involves differencing the observations to make the time series stationary, 

meaning its statistical properties like mean and variance are constant over time. 

The MA component models the relationship between an observation and a 

residual error from a moving average model applied to lagged observations. 

For this study, the dataset includes temporal data indicating the hour of the day 

when the highest number of ads were seen, along with the corresponding 

conversion counts. The time series data is structured with 'most ads hour' as 

the timestamp and 'converted' as the value to be forecasted. 

The ARIMA model is fitted to this time series data to forecast future conversions. 

The process involves identifying the appropriate parameters (p, d, q) for the 

ARIMA model, where p is the order of the AR term, d is the number of 
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differencing steps to make the series stationary, and q is the order of the MA 

term. In this case, an ARIMA(1, 1, 1) model was selected based on model 

selection criteria such as the Akaike Information Criterion (AIC) and the 

Bayesian Information Criterion (BIC). 

After fitting the model, diagnostic checks were performed to ensure the model's 

adequacy. The residuals of the fitted model were examined to verify that they 

resemble white noise, indicating that the model has captured the underlying 

patterns in the data. Additionally, the Ljung-Box test was conducted to assess 

the absence of serial correlation in the residuals. 

The performance of the ARIMA model was evaluated using several standard 

metrics:  

1) Mean Absolute Error (MAE) measures the average magnitude of errors in 

the forecasted values, providing a straightforward indication of the model's 

accuracy. For this study, the MAE was calculated to be 389.92, indicating 

the average absolute error in the number of predicted conversions 

2) Root Mean Squared Error (RMSE) measures the square root of the average 

of squared differences between forecasted and actual values. It penalizes 

larger errors more than MAE, making it useful for understanding the model's 

performance in the presence of significant deviations. The RMSE for this 

model was 463.97 

3) Mean Absolute Percentage Error (MAPE) expresses the accuracy of the 

forecast as a percentage, making it easier to interpret in the context of 

different scales. The MAPE for the ARIMA model was calculated to be 

2.26%, indicating a relatively low error percentage in the predictions. The 

ARIMA forecast of conversion shown in figure 2 below: 

 

Figure 2 ARIMA Forecast of Conversion  

The ARIMA model provided insights into the temporal patterns of user 

conversions, helping to identify specific hours when conversions are more likely 

to occur. The evaluation metrics demonstrated that the model could effectively 

capture and forecast these patterns, making it a valuable tool for optimizing ad 

scheduling strategies. 
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Survival Analysis 

Survival analysis is a powerful statistical technique used to analyze time-to-

event data, which, in this study, refers to the time until a user converts after 

being exposed to advertisements. This section outlines the methodology for 

employing the Kaplan-Meier estimator and the Cox Proportional Hazards model 

and discusses the evaluation metrics used to assess the performance of these 

models. 

The Kaplan-Meier estimator is a non-parametric statistic used to estimate the 

survival function from time-to-event data. It provides a visual representation of 

the probability of conversion over time, allowing us to identify patterns and 

trends in user behavior. The Kaplan-Meier curve as shown in figure 3 is 

particularly useful for comparing the survival distributions of different groups, 

such as users exposed to different ad schedules. To apply the Kaplan-Meier 

estimator, the time-to-event data (time until conversion) and the event indicator 

(whether the user converted or not) are required. The Kaplan-Meier curve is 

then plotted to visualize the survival probabilities over time. This curve helps in 

understanding the duration until conversion and identifying any significant 

differences between various user groups. 

 

Figure 3 Kaplan-Meier Survival Curve  

The Cox Proportional Hazards model, on the other hand, is a semi-parametric 

model that assesses the effect of multiple covariates on the hazard rate, which 

is the rate at which users convert over time. The model assumes that the hazard 

ratios between individuals are proportional and constant over time. This 

approach allows us to evaluate the impact of different factors, such as the 

number of ads seen and the hour of ad exposure, on the likelihood of 

conversion. In this study, the Cox model was applied to the dataset, using 'total 

ads' and 'most ads hour' as covariates. The model's output includes coefficients 

for each covariate, indicating their effect on the hazard rate. Positive coefficients 

suggest an increased hazard (higher likelihood of conversion), while negative 

coefficients indicate a decreased hazard. During the model fitting process, 

several convergence warnings were encountered. These warnings indicated 

potential issues such as high sample correlation between 'most ads hour' and 

the duration column, and possible non-unique solutions due to collinearity. 

Despite these challenges, the model successfully converged, providing insights 

into the factors influencing user conversions. The performance of the Cox 
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Proportional Hazards models as shown in figure 4 above was evaluated using 

the following metrics: 

1) Concordance Index (c-index) measures the predictive accuracy of the 

model. It quantifies the degree to which the predicted hazard rankings 

match the actual order of events. A c-index value of 0.5 indicates no 

predictive power, while a value of 1.0 indicates perfect prediction. In this 

study, the c-index was exceptionally high at 0.97, indicating excellent 

predictive accuracy of the Cox model in forecasting the timing of user 

conversions;  

2) Integrated Brier Score evaluates the accuracy of probabilistic predictions 

over time. It measures the mean squared difference between predicted 

probabilities and actual outcomes, taking into account both the timing and 

occurrence of events. A lower Brier score indicates better model 

performance. This metric was used to assess the overall predictive 

accuracy of the Cox model across the duration of the study period. 

The output of the Cox model included the coefficients for 'total ads' and 'most 

ads hour', along with their respective standard errors, z-values, and p-values. 

The coefficient for 'total ads' was positive, indicating that an increase in the 

number of ads seen by a user was associated with a higher likelihood of 

conversion. In contrast, the coefficient for 'most ads hour' was highly variable, 

suggesting potential issues with collinearity or complete separation in the 

dataset. 

 

Figure 4 Cox Proportional Hazards Model  

Model Comparison and Selection 

The final step in our analysis involves comparing the performance of different 

modeling approaches to identify the best-performing model or to consider 

ensembling models for optimal performance. This section outlines the criteria 

used for comparing the models and the approach taken to select the best model 

based on the evaluation metrics. 

The performance of the ARIMA and Cox Proportional Hazards models was 

evaluated using several key metrics:  

1) MAE measures the average magnitude of the errors in the predictions, 

providing a straightforward indication of model accuracy. Lower MAE 

values indicate better model performance 

2) RMSE measures the square root of the average squared differences 

between the predicted and actual values. It penalizes larger errors more 
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than MAE and is useful for understanding the model's performance in the 

presence of significant deviations. Lower RMSE values indicate better 

model performance 

3) MAPE expresses the accuracy of the forecast as a percentage, making it 

easier to interpret in the context of different scales. Lower MAPE values 

indicate higher accuracy 

4) Concordance Index: For the Cox Proportional Hazards model, the 

concordance index measures the predictive accuracy of the model by 

quantifying the degree to which the predicted hazard rankings match the 

actual order of events. Higher concordance index values indicate better 

predictive accuracy. 

The table 1 below summarizes the evaluation metrics for the ARIMA and Cox 

Proportional Hazards models: 

Table 1 Evaluation Metrics 

Model MAE RMSE MAPE 
Concordance 

Index 

ARIMA 389.924904 463.967157 2.25902  

Cox Proportional 

Hazards 
   0.974213 

Given the evaluation metrics, the Cox Proportional Hazards model 

demonstrated superior performance with a concordance index of 0.97, 

indicating excellent predictive accuracy. To select the best-performing model, 

we primarily relied on the concordance index as it directly measures the ability 

of the Cox model to predict the timing of user conversions. The high 

concordance index suggests that the Cox Proportional Hazards model 

effectively captures the temporal dynamics and influencing factors associated 

with user conversions. 

In cases where multiple models demonstrate strong performance across 

different metrics, an ensemble approach could be considered. Ensembling 

involves combining the predictions of multiple models to leverage their 

respective strengths and mitigate their weaknesses. However, in this study, the 

clear superiority of the Cox Proportional Hazards model, as indicated by the 

concordance index, led to its selection as the best-performing model. 

Results and Discussion 

EDA Results 

EDA provided critical insights into the dataset's structure and the distribution of 

key variables. The dataset's overall conversion rate was 0.01, indicating that 

only 1% of the users who were exposed to advertisements converted into 

customers. The distribution of the 'converted' variable showed a significant 

imbalance, with 528,929 instances of non-conversion (False) compared to 

7,115 instances of conversion (True). This imbalance is typical in advertising 

data, highlighting the challenge of predicting user conversions accurately. 
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The analysis of temporal features such as 'most ads day' and 'most ads hour' 

revealed distinct patterns in user behavior. Conversions tended to occur more 

frequently during certain hours of the day and specific days of the week. For 

instance, evenings and late-night hours exhibited a higher concentration of 

conversions, suggesting that users are more likely to make purchases during 

their leisure time. Similarly, weekends showed higher conversion rates 

compared to weekdays, indicating that users might be more inclined to engage 

with ads and make purchases during their free time. These insights are crucial 

for optimizing ad scheduling strategies to align with peak user engagement 

periods. 

Time Series Analysis Results 

The ARIMA (Auto-Regressive Integrated Moving Average) model was 

employed to forecast user conversions based on historical data. The selected 

ARIMA(1, 1, 1) model provided the following performance metrics: a Mean 

Absolute Error (MAE) of 389.92, a Root Mean Squared Error (RMSE) of 463.97, 

and a Mean Absolute Percentage Error (MAPE) of 2.26%. These metrics 

indicate the model's accuracy in predicting user conversions, with the MAE and 

RMSE reflecting the average magnitude of the prediction errors and the MAPE 

providing a percentage error relative to actual values. 

The ARIMA model's performance suggests it is reasonably effective in capturing 

and forecasting the temporal patterns in user conversions. The lower MAPE 

indicates a relatively low percentage error in the model's predictions, making it 

a valuable tool for identifying peak periods for user conversions. By leveraging 

these forecasts, marketers can optimize their ad scheduling to target users 

during times of high conversion likelihood, thereby enhancing the overall 

effectiveness of their advertising campaigns. 

Survival Analysis Results 

The Kaplan-Meier estimator and the Cox Proportional Hazards model were 

used to analyze the time-to-event data, specifically the time until a user converts 

after being exposed to ads. The Kaplan-Meier estimator provided survival 

probabilities over time, while the Cox model assessed the impact of covariates 

on the conversion hazard rate. The Cox Proportional Hazards model 

demonstrated exceptional performance, with a concordance index of 0.97, 

indicating a high predictive accuracy. The model's coefficients revealed that the 

number of ads seen by a user ('total ads') was positively associated with the 

likelihood of conversion, while the 'most ads hour' variable showed high 

variability, suggesting potential collinearity issues. 

The Kaplan-Meier curves illustrated the probability of conversion over time, 

highlighting significant differences in conversion rates based on the timing of ad 

exposure. The Cox model's high concordance index underscores its 

effectiveness in predicting user conversion timing. The positive coefficient for 

'total ads' suggests that increasing the number of ad exposures can enhance 

the likelihood of conversion, providing a clear strategy for marketers to boost 

engagement. However, the variability in 'most ads hour' indicates the need for 

further refinement in understanding how specific hours impact conversion rates. 

Model Comparison 

The performance of the time series (ARIMA) and survival analysis (Cox 
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Proportional Hazards) models was evaluated using several key metrics. The 

ARIMA model's performance was assessed with a Mean Absolute Error (MAE) 

of 389.92, a Root Mean Squared Error (RMSE) of 463.97, and a Mean Absolute 

Percentage Error (MAPE) of 2.26%. These metrics indicated the model's 

reasonable accuracy in predicting user conversions over time. In contrast, the 

Cox Proportional Hazards model demonstrated exceptional predictive 

accuracy, as evidenced by a concordance index of 0.97. This high concordance 

index suggests that the Cox model was highly effective in ranking users by their 

likelihood of conversion based on the timing of ad exposure and other 

covariates. 

The ARIMA model has several strengths, including its ability to effectively 

capture and forecast trends and seasonality in time series data, making it 

suitable for understanding overall patterns in user conversions. Additionally, 

ARIMA provides specific quantitative forecasts, which are valuable for planning 

future marketing strategies and budget allocations. However, the ARIMA model 

requires the time series data to be stationary, which may involve complex 

differencing and transformation steps. Moreover, ARIMA primarily focuses on 

past values of the series and may not effectively incorporate multiple external 

covariates influencing conversions. 

On the other hand, the Cox Proportional Hazards model excels at analyzing 

time-to-event data, providing insights into not just if users convert but when they 

are likely to convert. It effectively incorporates multiple covariates, allowing for 

a more nuanced understanding of factors influencing conversion rates. The 

model's high concordance index indicates strong predictive power, making it 

highly reliable for strategic decision-making. However, the Cox model is more 

complex to implement and interpret compared to ARIMA, requiring advanced 

statistical knowledge. Additionally, high collinearity between covariates can 

affect model convergence and interpretability, as observed in the dataset. 

Practical Implications 

Based on the findings from both the time series and survival analysis models, 

several recommendations can be made for optimizing ad scheduling strategies. 

Firstly, targeting peak conversion hours identified by the ARIMA model can 

maximize user engagement and conversion rates. Scheduling ads to coincide 

with these peak hours can significantly enhance campaign effectiveness. 

Secondly, increasing the frequency of ad exposures, particularly during peak 

hours, can improve conversion rates. The Cox model indicated that an 

increased number of ad exposures positively correlates with conversion 

likelihood. Additionally, leveraging weekends and evenings, which showed 

higher conversion rates in both models, can capitalize on higher engagement 

levels. Ad campaigns should be strategically timed to target users during these 

periods. 

Digital marketers can apply these insights to refine their ad scheduling 

strategies and improve campaign effectiveness. Utilizing historical data and 

model forecasts to determine the optimal times for ad delivery can be highly 

effective. Tools like Google Analytics and Facebook Insights can provide 

additional data to support these decisions. Implementing automated bidding 

strategies on platforms like Google Ads and Facebook Ads Manager can 

dynamically adjust bids based on the identified peak conversion times. 
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Moreover, customizing ad content and delivery times based on user behavior 

patterns identified through survival analysis can significantly enhance user 

engagement and conversion rates. Regularly monitoring ad performance and 

adjusting scheduling strategies based on real-time data and ongoing analysis 

ensures that ad campaigns remain effective and responsive to changing user 

behaviors. 

Conclusion 

This study investigated the impact of ad scheduling on user conversions by 

analyzing temporal patterns using time series and survival analysis models. Key 

findings revealed that user conversions are influenced by specific hours of the 

day and days of the week, with higher conversion rates observed during 

evenings, late-night hours, and weekends. The ARIMA model provided 

reasonable accuracy in forecasting user conversions, while the Cox 

Proportional Hazards model demonstrated exceptional predictive accuracy with 

a concordance index of 0.97, indicating its effectiveness in predicting the timing 

of user conversions based on ad exposure and other covariates. 

This study makes several contributions to the existing body of knowledge on 

digital advertising and user behavior. By combining time series and survival 

analysis, it offers a comprehensive approach to understanding temporal 

patterns in user conversions. The findings highlight the importance of ad 

scheduling in optimizing marketing strategies and provide empirical evidence 

on the effectiveness of different modeling approaches in predicting user 

behavior. This research fills a gap in the literature by providing detailed insights 

into how ad scheduling can be leveraged to enhance conversion rates. 

Despite the valuable insights gained, this study has several limitations. The 

dataset's significant imbalance between converted and non-converted 

instances may affect the generalizability of the findings. Additionally, potential 

collinearity issues between covariates in the Cox model could impact the 

model's accuracy and interpretability. The study also focused on a specific 

dataset, which may limit the applicability of the results to other contexts or 

industries. Future research could address these limitations by exploring more 

balanced datasets and incorporating additional covariates to enhance model 

accuracy. Further studies could investigate the impact of different types of ads 

and platforms on user conversions, providing a more holistic view of digital 

advertising strategies. Additionally, examining the long-term effects of optimized 

ad scheduling on brand loyalty and customer retention could offer valuable 

insights for marketers. Exploring advanced machine learning techniques, such 

as deep learning models, could also improve predictive accuracy and uncover 

more complex patterns in user behavior. 
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