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ABSTRACT 

The study presents a detailed sentiment analysis of user feedback for the Roblox app, 

focusing on correlating review sentiments with numerical ratings. Utilizing both 

lexicon-based and machine learning techniques, the research examined 320,000 

reviews from the Google Play Store. The VADER lexicon-based analysis classified 

approximately 76% of reviews as positive, 18% as negative, and 6% as neutral. This 

distribution reflected a predominantly positive sentiment, aligning with an overall trend 

of user satisfaction. Pearson and Spearman correlation coefficients were calculated 

to evaluate the relationship between sentiment scores and user ratings, yielding 

moderate positive relationships with values of 0.47 and 0.36, respectively. These 

correlations indicated that, while sentiment scores generally paralleled user ratings, 

other factors likely influenced rating variations. In the machine learning analysis, the 

study utilized Naive Bayes and Logistic Regression models for sentiment 

classification. Logistic Regression achieved a slightly higher accuracy of 86.4% 

compared to Naive Bayes' 85.3%, showing improved precision and recall for positive 

and negative sentiments. However, both models struggled with the neutral category, 

reflecting challenges in sentiment differentiation. Cross-validation confirmed the 

stability of the models, with the Logistic Regression model maintaining a consistent 

accuracy across folds. These findings underscore the potential of sentiment analysis 

in providing actionable insights for developers, highlighting specific areas where user 

sentiment diverges from ratings. Future research could enhance sentiment detection 

accuracy by incorporating advanced deep learning models and extending the 

analysis to include data from other platforms, offering a more comprehensive 

understanding of user feedback across gaming ecosystems. 

Keywords Sentiment Analysis, Roblox App Reviews, Machine Learning, User 

Feedback, Correlation Analysis 

Introduction 

The rise of mobile gaming has revolutionized the global gaming industry, 

especially through widely accessible platforms like the Google Play Store. As 

smartphones become ubiquitous and mobile internet connections improve, 

mobile games have become one of the most engaging forms of entertainment 

for millions worldwide. The growth of this industry has been driven by the 

adoption of freemium models, where games are free to download but generate 

revenue through in-app purchases and ads [1]. This model has significantly 

lowered the entry barrier, enabling users to access and engage with games 
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without upfront costs. Games like "Mobile Legends" and "Arena of Valor" 

exemplify this approach, attracting millions of players and contributing to the 

rise of mobile gaming as a dominant force in the entertainment sector. 

Moreover, mobile gaming's widespread adoption has also been influenced by 

shifting consumer demographics. The demographic profile of mobile gamers is 

diverse, with a notable increase in adolescent and younger users, a group that 

has shown high engagement with mobile games. The integration of social and 

competitive elements within these games has further contributed to their 

popularity, as these features encourage user retention and prolonged 

engagement [2]. The COVID-19 pandemic, which limited physical interactions, 

further accelerated the growth of mobile gaming as users turned to mobile 

platforms for social connection and entertainment [3]. This period of heightened 

demand has led to rapid innovation and a broader range of game offerings 

available on platforms like the Google Play Store [4].  

User reviews are essential in determining the success and longevity of mobile 

games, particularly on platforms like the Google Play Store. These reviews act 

as a real-time feedback loop, offering developers insights into player 

experiences, expectations, and issues. Mobile games rely heavily on user 

engagement and satisfaction to maintain their player base, and reviews provide 

crucial data for developers to evaluate game performance and areas of 

improvement. Analyzing user reviews allows developers to understand common 

concerns, identify emerging trends, and make informed decisions about game 

updates, features, and bug fixes. This feedback gathered through both 

quantitative ratings and qualitative textual analysis, is integral in refining the 

user experience and maintaining player retention over time [5]. 

In addition to shaping game development, user reviews significantly impact a 

game's reputation and its ability to attract new players. Positive reviews 

contribute to the game's perceived quality, often driving more downloads and 

creating a virtuous cycle of engagement. On the other hand, negative reviews 

can serve as early indicators of declining player satisfaction, prompting 

necessary interventions. In a competitive mobile gaming market with thousands 

of options, reviews often serve as a critical differentiator that can make or break 

a game’s success. Studies in big data text mining, such as those by [6], 

demonstrate how collective sentiment derived from user feedback influences 

the broader perception of a game and can guide future development strategies 

to align with player preferences. 

Moreover, user reviews serve not only as feedback for developers but also as 

a means of fostering community and social interaction among players. Online 

discussions, often initiated in review sections, encourage community building, 

which is crucial for games that rely on long-term engagement and multiplayer 

dynamics. According to [7], these interactions increase user viscosity, or loyalty, 

as players feel a stronger connection to the game and each other. This sense 

of community, enhanced by the exchange of feedback, plays a pivotal role in a 

game’s long-term retention and overall success, as it deepens the emotional 

investment of the players. Thus, user reviews are not just passive reflections of 

player satisfaction but active components in building a thriving, engaged user 

base.  

Roblox has become one of the most popular games on the Google Play Store, 
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amassing over 300,000 reviews and having a global user base that is 

predominantly composed of children and teenagers. Its unique platform allows 

users to create and share their games and experiences, setting it apart from 

traditional gaming models. This user-generated content (UGC) system has 

propelled Roblox to the forefront of mobile gaming, as it taps into players' 

creativity and fosters a highly engaging environment where users can both play 

and develop games. According to [8], Roblox now hosts over 55 million games, 

spanning a wide variety of genres and interests, making it a versatile and 

inclusive platform that appeals to a broad audience. 

One of the primary reasons for Roblox's enduring popularity lies in the strong 

community of players and developers it cultivates. The platform encourages 

collaboration by allowing users to create avatars, participate in multiplayer 

games, and interact socially within game environments. This collaborative 

aspect, combined with the ability to design custom games, gives players a 

sense of ownership and involvement in the game’s ecosystem [9]. The ability to 

contribute to the platform not only enhances the gaming experience but also 

strengthens player loyalty. This, in turn, creates a self-sustaining cycle where 

player engagement fuels the creation of new content, which attracts more users 

and keeps the platform dynamic and ever-expanding. 

Moreover, Roblox's educational potential has been increasingly recognized, 

with the platform being used as a tool to enhance problem-solving skills and 

digital literacy among students. Studies suggest that engaging with Roblox 

helps foster critical thinking, programming knowledge, and even multimodal 

literacy [10]. This educational dimension has expanded Roblox’s appeal beyond 

entertainment, positioning it as a valuable resource in schools and for parents 

seeking enriching activities for their children. The platform's integration of 

educational features, such as teacher accounts and classroom management 

tools, underscores its versatility, offering a blend of learning and play [11]. While 

Roblox continues to grow in popularity, it faces challenges such as ensuring the 

safety and appropriateness of content, especially for its young user base [12].  

Analyzing large volumes of user reviews presents a significant challenge for 

game developers, especially in the context of popular platforms like Roblox. 

With over 300,000 reviews on the Google Play Store alone, manually reviewing 

and understanding user feedback takes time and effort. These textual reviews 

contain valuable information about user experiences, preferences, and 

frustrations, but extracting actionable insights from them is difficult without 

automation. Text-based analysis becomes increasingly complex when 

combined with the need to quantify sentiment and correlate it with numerical 

ratings provided by users. This lack of an efficient system to interpret and 

process vast amounts of user-generated content leaves a gap in understanding 

how textual sentiment reflects user ratings. 

Additionally, there is a notable gap in the literature regarding how textual 

sentiment correlates with numerical ratings in mobile game reviews, particularly 

for large datasets like that of Roblox. Existing studies on sentiment analysis 

within the gaming sector often focus on smaller datasets or different contexts, 

leaving a need for more comprehensive research in this area. While sentiment 

analysis has been applied to product reviews and social media posts, few 

studies address how user feedback for games can be systematically analyzed 

to guide development decisions. This research, therefore, aims to fill that gap 
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by examining the relationship between review text and user ratings, contributing 

to a deeper understanding of how sentiment is expressed in game reviews. 

The primary goal of this study is to perform sentiment analysis on Roblox user 

reviews, with the aim of correlating text-based sentiment with numerical ratings. 

The research focuses on using lexicon-based and machine learning methods 

to extract sentiment from review text and then analyze the connection between 

these sentiment scores and the ratings users provide. By achieving this, the 

study aims to uncover patterns in user feedback that can help developers better 

understand how players perceive their game. 

To accomplish this, the study has three key objectives: first, to extract sentiment 

from user reviews using both lexicon-based and machine learning techniques; 

second, to analyze the correlation between these sentiment scores and the 

associated user ratings; and third, to identify discrepancies between the 

expressed sentiment in the text and the numerical ratings. These discrepancies 

can reveal important insights into user dissatisfaction or misunderstood 

features, helping developers refine their games to meet player expectations 

better. 

This research is significant as it contributes to the gaming industry by providing 

a structured approach to understanding user feedback at scale. The ability to 

systematically analyze vast amounts of user reviews enables developers to gain 

insights into how players perceive game updates, features, and overall 

performance. By correlating sentiment with numerical ratings, this study not only 

improves the understanding of user feedback but also helps developers 

prioritize areas that need improvement, such as gameplay mechanics or user 

interface design. 

Furthermore, this study’s findings can guide future game development by 

offering a clearer picture of user preferences and frustrations. For a game like 

Roblox, where user-generated content and regular updates are critical to its 

success, the insights gained from sentiment analysis can inform better decision-

making in terms of feature development and community engagement. By 

leveraging these insights, developers can enhance the overall player 

experience and ensure sustained engagement with the game, making this 

research valuable for both the gaming industry and the broader field of 

sentiment analysis.  

Literature Review 

Sentiment Analysis in Gaming 

Sentiment analysis (SA) has gained substantial relevance in the gaming 

industry, as it enables the extraction of player sentiments from vast amounts of 

user-generated content. As the gaming sector continues to expand, players 

frequently share their opinions on gaming platforms, forums, and social media, 

making sentiment analysis an essential tool for understanding these diverse 

perspectives. The primary function of sentiment analysis in gaming is to assess 

player reviews, social media posts, and other forms of feedback to identify the 

general public's attitude toward a game. This analysis provides actionable 

insights for developers, particularly in improving game design, implementing 

updates, and tailoring marketing strategies [13]. 

Recent studies have underscored the significance of sentiment analysis and 
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machine learning in understanding user feedback and behavior across various 

digital platforms, aligning closely with the goals of this study on Roblox app 

reviews. For instance, research on the myIM3 mobile application explored 

complex emotional landscapes, revealing that user sentiment analysis can 

capture multifaceted emotional expressions and provide insights into app 

satisfaction and areas for improvement [14]. Similarly, an analytical study of 

Amazon product reviews examined how discount strategies influence consumer 

ratings, demonstrating how external factors can impact sentiment and ratings—

an observation that is also relevant for understanding discrepancies in user 

feedback for the Roblox app [15]. Moreover, a comparative analysis of 

sentiment classification techniques on Flipkart product reviews, employing 

models like Logistic Regression and Random Forest, highlights the 

effectiveness of machine learning in categorizing user sentiment, which is 

integral to this study's approach of correlating sentiment with ratings in mobile 

app reviews [16]. Additionally, customer segmentation using Gaussian Mixture 

Models in digital advertising underscores the potential of advanced clustering 

methods to group users based on behavioral patterns, a technique that could 

further enhance insights gained from sentiment analysis in app reviews [17]. 

Other studies in the domain of sentiment analysis and behavioral trends offer 

methodological insights relevant to analyzing Roblox app reviews. For example, 

research on Bitcoin-related tweets used TF-IDF vectorization and K-Means 

clustering to identify sentiment trends, underscoring the value of feature 

extraction and clustering techniques in understanding public perception, which 

parallels this study’s text processing approach [18]. Additionally, an analysis of 

the correlation between Bitcoin trading volume and price movements using 

Pearson and Spearman methods demonstrates the utility of correlation analysis 

in examining relationships between user behavior and quantitative metrics, 

mirroring this study’s focus on correlating sentiment scores with review ratings 

[19]. In a study focusing on the metaverse, predictive modeling of Roblox stock 

prices using machine learning and time series analysis emphasizes the role of 

predictive models in identifying trends and patterns within digital platforms, 

reflecting the potential for similar techniques in analyzing user feedback trends 

in mobile app ecosystems [20]. Finally, a comprehensive analysis of Twitter 

conversations related to the metaverse offers insights into discourse patterns 

that inform sentiment trends, providing a broader perspective on user 

engagement that can be applied to analyze feedback trends in the Roblox app 

review dataset [21]. These studies collectively demonstrate the versatility of 

sentiment analysis and machine learning techniques, validating their application 

to app reviews as a means of understanding user satisfaction, identifying 

potential improvements, and uncovering the drivers behind user ratings. 

A significant challenge in applying sentiment analysis to gaming is the 

complexity of language used in game reviews. Game-related discussions often 

involve sarcasm, humor, and domain-specific terminology, complicating the 

interpretation of textual sentiment. Research [13] emphasizes that conventional 

sentiment analysis tools may misinterpret these linguistic features, resulting in 

inaccurate sentiment classification. To address these challenges, recent studies 

have focused on developing advanced natural language processing (NLP) 

models tailored to the gaming domain. Research [22] argue that these domain-

specific models are crucial for capturing the nuances of gaming-related 

language, enabling more accurate sentiment classification. The incorporation of 
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these refined models allows developers to understand the better player 

sentiment and its correlation with user satisfaction and game success. 

Sentiment analysis plays an instrumental role in improving game development 

by providing insights into how players perceive specific game features. Aspect-

based sentiment analysis (ABSA) is particularly effective in this regard, as it 

allows developers to break down player feedback into distinct aspects, such as 

gameplay, graphics, and narrative. By focusing on these detailed aspects, 

developers can prioritize design enhancements that directly align with player 

expectations. Additionally, sentiment analysis supports the iterative nature of 

game development. Continuous monitoring of player feedback through 

sentiment analysis enables developers to implement real-time updates based 

on player sentiment. [23] highlight how game developers can adjust their 

strategies based on user reviews and sentiments, leading to a more agile and 

responsive development process. This feedback loop, which involves 

identifying player sentiments and translating them into actionable changes, 

enhances user engagement and satisfaction. Sentiment analysis thus serves 

as a feedback mechanism that not only improves game features but also aligns 

the game's evolution with player expectations. 

Beyond improving game design, sentiment analysis plays a vital role in gauging 

player satisfaction and loyalty. By analyzing the emotional tone of player 

feedback, developers can better understand the overall player experience and 

implement measures to enhance retention. Research by [24], although centered 

on sentiment analysis within social media platforms, provides methodologies 

that can be adapted for gaming contexts to evaluate user engagement. 

Sentiment analysis helps developers track emotional responses to game 

updates or changes, identifying potential dissatisfaction early and addressing it 

before it leads to higher churn rates. 

Moreover, sentiment analysis is increasingly utilized for quality assurance by 

identifying recurring issues faced by players. Study [25] explore how feedback 

from user reviews can be analyzed to highlight common bugs or frustrations, 

allowing developers to refine their games pre-release or through patches. The 

ability to detect these issues early on through sentiment analysis significantly 

improves the overall player experience, contributing to the game’s longevity. 

Lastly, sentiment analysis also informs marketing strategies by highlighting 

aspects of the game that resonate most positively with players. Research [26] 

emphasize the importance of leveraging sentiment data to craft more effective 

marketing campaigns, ensuring that developers can better target their audience 

and enhance player acquisition and retention efforts.  

Lexicon-Based Sentiment Analysis 

Lexicon-based sentiment analysis is a widely utilized technique in natural 

language processing (NLP) that assigns sentiment scores to words based on 

predefined dictionaries. This approach classifies words as positive, negative, or 

neutral, often accompanied by intensity scores to indicate the degree of 

sentiment conveyed. The fundamental concept behind lexicon-based methods 

is to match words in a given text against a lexicon—essentially a sentiment 

dictionary—and calculate an aggregate sentiment score for the text [27], [28]. 

This methodology is particularly effective in analyzing structured text or contexts 

where sentiment-carrying words can be easily identified and quantified [29]. 
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The creation of sentiment lexicons follows either manual or automated 

approaches. Manual lexicons are typically developed by linguistic experts who 

annotate words according to their semantic orientation, while automated 

methods derive sentiment scores from vast corpora using algorithms. For 

example, the SentiWordNet lexicon is constructed by assigning sentiment 

scores to words within the WordNet database, making it a powerful tool for many 

NLP tasks [30]. Additionally, hybrid methods that combine lexicon-based 

approaches with machine learning techniques offer improved accuracy by 

integrating contextual information from the text, enabling a more nuanced 

interpretation of sentiment [31], [32]. While lexicon-based sentiment analysis 

offers clear advantages, such as ease of implementation and interpretability, it 

is not without challenges, particularly when dealing with slang, sarcasm, or 

domain-specific language, where the static nature of lexicons may lead to 

misinterpretation [33]. 

Several lexicon-based tools, including VADER (Valence Aware Dictionary and 

Sentiment Reasoner), TextBlob, and AFINN, have gained prominence for their 

ability to analyze sentiment efficiently. VADER is specifically designed to 

analyze social media text, where informal language and brevity are common. 

VADER's lexicon incorporates not only traditional sentiment words but also 

accounts for contextual nuances, such as the effect of punctuation, 

capitalization, and even emojis, enhancing its accuracy in informal settings like 

social media posts and short reviews [34]. In fact, studies have shown VADER 

to achieve an F1 score of 0.96 in classifying sentiment on Twitter, outperforming 

many traditional machine learning models [35]. 

TextBlob, another commonly used tool, provides a broader framework for 

natural language processing tasks, including sentiment analysis. It utilizes a 

rule-based approach to assign sentiment polarity and subjectivity scores to text. 

TextBlob is especially advantageous for developers due to its simplicity and 

ability to handle both formal and informal text [36], [37]. On the other hand, 

AFINN operates on a simpler, lexicon-based system, assigning positive or 

negative values to words and calculating a cumulative sentiment score for a 

given text. Though less complex than VADER or TextBlob, AFINN's 

straightforwardness makes it a valuable tool for quickly assessing sentiment in 

various domains, including social media and product reviews [38]. Each of these 

tools offers distinct advantages depending on the text's context and the desired 

depth of sentiment interpretation. 

Lexicon-based sentiment analysis tools have proven to be highly effective in 

analyzing mobile game reviews, offering developers quick insights into user 

sentiment. VADER, with its proficiency in handling informal language, has been 

particularly useful in analyzing reviews from mobile gaming platforms, where 

user feedback often includes slang, abbreviations, and emojis [39]. This 

capability allows developers to gain a nuanced understanding of player 

emotions without requiring extensive preprocessing or manual tagging of text, 

making the tool both efficient and scalable for large datasets [39]. VADER’s 

ability to interpret sentiment in this manner enables developers to quickly 

identify areas for improvement in gameplay or features, improving user 

satisfaction. 

TextBlob also holds significant value in mobile game sentiment analysis due to 

its ability to calculate both polarity and subjectivity. The polarity score reflects 
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the overall sentiment, while subjectivity indicates the extent to which the review 

reflects personal opinions rather than factual information [40]. This dual 

capability is particularly useful for developers when assessing player feedback, 

as it helps distinguish between highly opinionated reviews and those based on 

objective experiences. Meanwhile, AFINN’s simplicity allows for rapid 

deployment, making it a suitable choice for analyzing large volumes of mobile 

game reviews when developers need quick, interpretable sentiment data [41]. 

In summary, these tools offer a combination of speed, interpretability, and 

adaptability, enabling mobile game developers to efficiently assess user 

sentiment and make data-driven decisions for enhancing game features and 

overall player experience.  

Machine Learning-Based Sentiment Analysis 

Supervised learning models are integral to sentiment classification, providing a 

systematic approach to categorizing text based on the emotions conveyed. 

Among the most widely used models for sentiment analysis are Naive Bayes, 

Support Vector Machines (SVM), and Logistic Regression. These models excel 

in identifying patterns within textual data, allowing for the accurate classification 

of sentiments expressed in reviews or social media posts. 

Naive Bayes is a probabilistic classifier that operates on the assumption of 

feature independence. Despite this assumption, Naive Bayes is known for its 

simplicity and efficiency, making it a popular choice for sentiment analysis tasks 

involving large datasets [42]. Studies have demonstrated its effectiveness in 

various domains, from analyzing movie reviews to classifying political news [43], 

[44]. However, its assumption of independence between features can be a 

limitation in more complex sentiment expressions, where context and word 

relationships play a crucial role [45]. 

Support Vector Machines (SVM), on the other hand, are more robust for 

handling high-dimensional data like text. SVM works by finding a hyperplane 

that best separates different sentiment classes in the feature space. Its 

performance is highly dependent on kernel selection and hyperparameter 

tuning, which makes it both flexible and effective in sentiment classification 

tasks, especially when dealing with nuanced sentiments [46]. Studies have 

shown that SVM often outperforms Naive Bayes, particularly in tasks involving 

complex text, such as tweets and online reviews [47]. Lastly, Logistic 

Regression is frequently employed for binary classification tasks in sentiment 

analysis. It models the probability that a text belongs to a specific sentiment 

category and is valued for its simplicity and interpretability. When combined with 

effective feature extraction techniques like TF-IDF, Logistic Regression 

performs comparably to more complex models like SVM [48]. 

Feature extraction is critical in converting unstructured text into a format suitable 

for machine learning models. Without this transformation, algorithms cannot 

process and classify text data. Two commonly used feature extraction methods 

in sentiment analysis are Term Frequency-Inverse Document Frequency (TF-

IDF) and n-grams. Both methods enhance the ability of machine learning 

models to capture the intricacies of textual data. 

TF-IDF is a numerical representation of a word's importance within a document 

relative to a larger corpus. By considering both the frequency of a word in a 

specific document and its prevalence across other documents, TF-IDF reduces 
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the impact of common words that contribute little to understanding sentiment. 

Research has shown that TF-IDF significantly improves the performance of 

classifiers such as SVM and Logistic Regression by focusing on the most 

relevant words in a text [48]. Additionally, TF-IDF helps mitigate the problem of 

high dimensionality in text classification, as it reduces the number of features 

while maintaining the text’s meaningful content [49]. 

N-grams, which capture sequences of words (or characters), are another 

powerful feature extraction technique. By accounting for word order and context, 

n-grams preserve syntactic relationships that are often lost in simpler models 

like Bag of Words (BoW). Bigrams (two-word sequences) and trigrams (three-

word sequences) are particularly useful in sentiment analysis, where the 

combination of words can drastically change the meaning [50], [51]. Studies 

indicate that models utilizing n-grams often outperform those relying solely on 

unigrams, as they better capture the nuances of language in tasks like 

sentiment classification [52]. The integration of TF-IDF and n-grams in feature 

extraction enhances the model's ability to interpret text, providing a more robust 

foundation for accurate sentiment analysis. 

Evaluating the performance of machine learning models in sentiment analysis 

involves several key metrics: Accuracy, Precision, Recall, and F1-Score. Each 

of these metrics offers unique insights into a model's strengths and limitations, 

enabling researchers to assess the model's overall effectiveness. 

Accuracy measures the proportion of correctly classified instances out of the 

total number of instances, providing a general sense of how well the model 

performs. While accuracy is a widely used metric, it can be misleading in 

imbalanced datasets where one class dominates. In such cases, a model might 

achieve high accuracy by predicting the majority class yet fail to correctly 

identify the minority class [53]. Precision focuses on the accuracy of positive 

predictions, reflecting the proportion of true positive instances among all positive 

predictions. This metric is critical in scenarios where false positives are costly, 

such as when analyzing customer sentiment for marketing strategies [54].  

Recall, or sensitivity, measures the proportion of actual positive instances that 

are correctly identified. High recall is crucial in cases where missing a positive 

instance (e.g., a dissatisfied customer) could have significant consequences 

[55]. However, a model with high recall may also produce more false positives, 

which leads to a trade-off between precision and recall. To balance these two 

concerns, the F1-Score is used, combining precision and recall into a single 

metric. This harmonic mean is especially useful when the class distribution is 

uneven, as it accounts for both false positives and false negatives [56]. In 

sentiment analysis, where both precision and recall are important for accurately 

capturing user sentiment, the F1-Score serves as a critical measure of a model's 

performance [57].  

Correlation Analysis Between Sentiment and Rating 

Statistical methods such as Pearson’s product-moment correlation coefficient 

(PPMCC), Spearman’s rank correlation coefficient (SRCC), and Kendall’s tau 

are essential for analyzing relationships between two variables. These methods 

allow researchers to assess the strength and direction of associations, making 

them invaluable for various types of data. Pearson’s correlation is a parametric 

test that measures the linear relationship between two continuous variables, 
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assuming that the data are normally distributed and the relationship is linear. 

This method calculates a correlation coefficient that ranges from -1 to 1, with 

values closer to 1 indicating a strong positive relationship and those near -1 

representing a strong negative relationship. However, Pearson’s method is 

sensitive to outliers, which can significantly skew results [58], [59]. 

In contrast, Spearman’s rank correlation is a nonparametric measure that 

assesses the monotonic relationship between two variables by comparing the 

ranks of the data, making it more robust in the presence of outliers or non-linear 

relationships [60], [61]. This method is especially useful for ordinal data or when 

the assumptions of Pearson’s correlation are violated. Kendall’s tau, another 

nonparametric measure, evaluates the strength of the association between two 

variables by comparing the concordance of their ranks. Kendall’s tau is often 

applied in datasets with tied ranks or small sample sizes, where other 

correlation methods might be less effective [62]. Together, these methods 

provide a comprehensive toolkit for exploring different types of relationships in 

data. 

Correlation analysis is widely used in sentiment analysis, particularly when 

comparing sentiment scores with numerical ratings, such as those in product 

reviews or app feedback. In sentiment analysis, statistical methods like Pearson 

and Spearman correlations help researchers understand how sentiment derived 

from textual data relates to user-assigned ratings. This application is valuable 

for businesses seeking insights into customer satisfaction, allowing them to 

correlate the emotional tone of reviews with the overall numerical scores [63]. 

By identifying patterns in sentiment ratings, companies can better understand 

their customers' experiences and make data-driven decisions to improve their 

products or services. 

Rating comparison studies frequently employ correlation analysis to evaluate 

the relationship between user feedback and product or service ratings. For 

example, [64] demonstrated the effectiveness of sentiment analysis in 

correlating sentiment scores with Likert scale ratings, illustrating that these two 

measures often align, providing a more holistic view of user satisfaction. 

Similarly, in mobile app reviews, correlation methods have been used to explore 

how sentiment extracted from reviews relates to users' star ratings, providing 

insights into whether textual sentiment accurately reflects user ratings [64]. This 

type of analysis is particularly useful for platforms like Google Play, where user 

feedback is a critical metric for app performance and improvement. 

Moreover, machine learning techniques like Support Vector Machines (SVM) 

and BERT-based models have enhanced sentiment analysis's accuracy and its 

correlation with user ratings [65], [66]. By applying these advanced models, 

researchers can improve the precision of sentiment detection and assess its 

relationship with actual user scores more effectively. These methods also help 

address challenges such as context ambiguity and the subjectivity inherent in 

sentiment analysis [67]. As sentiment analysis becomes increasingly 

sophisticated, the role of correlation in validating the accuracy of sentiment 

classification models against real-world user ratings will continue to grow, 

providing deeper insights into user behavior and preferences.  

Method 

The research method for this study consists of several steps to ensure a 
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comprehensive and accurate analysis. The flowchart in figure 1 outlines the 

detailed steps of the research method. 

 

Figure 1 Research Method Flowchart 

Data Collection 

This study utilized a comprehensive dataset of user reviews for the Roblox app 

from the Google Play Store, containing 320,000 individual entries. The dataset 

provided a rich source of user-generated content, capturing a wide range of 

player experiences, opinions, and feedback about the app. This dataset was 

essential for performing sentiment analysis, as it allowed for the investigation of 

user sentiment as expressed through text reviews and how these sentiments 

correlate with the ratings provided. The volume and variety of the data enabled 

a robust analysis of user satisfaction, key issues, and general sentiment trends 

over time. 

The dataset included several relevant columns essential for both sentiment 

analysis and rating correlation. Each review was identified by a unique 

`review_id`, while the `review_text` column contained the actual content of the 

user’s feedback. The `review_rating` column provided a numerical rating on a 

scale of 1 to 5, reflecting the user’s overall satisfaction with the Roblox app. 

Other useful features in the dataset included `review_likes`, which recorded the 

number of likes each review received, and `author_app_version`, which 

indicated the version of the Roblox app used at the time of the review. The 

`review_timestamp` column provided the date and time for each review, 

allowing for a temporal analysis of sentiment trends. 

The combination of textual and numerical data across these columns made this 

dataset well-suited for a mixed-methods analysis approach. Text-based 

sentiment analysis of the `review_text` column, combined with quantitative data 

from `review_rating` and `review_likes`, allowed for a multi-dimensional 

exploration of user feedback. Additionally, having `author_app_version` and 

`review_timestamp` enabled further segmentation of the data by app version 

and review period, which provided deeper insights into how different updates or 

events impacted user sentiment and ratings. 

Exploratory Data Analysis (EDA) 

The exploratory data analysis phase began with calculating basic descriptive 

statistics of the `review_rating` column to gain insight into the distribution of 
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ratings. Key statistics, such as the mean, median, and mode, were computed 

to understand the central tendency of user ratings and to identify common 

patterns. The average rating provided an overview of user satisfaction, while 

the median and mode helped in determining the most frequently given ratings. 

Additionally, histograms and bar charts were created to visualize the distribution 

of ratings across the dataset shown in figure 2, highlighting the prevalence of 

high, moderate, and low ratings. These visualizations were crucial in identifying 

any skewness in user ratings, which could suggest overall satisfaction or 

dissatisfaction trends among Roblox app users. 

 

Figure 2 Distribution of Review Ratings 

The bar chart displays the distribution of review ratings for the Roblox app, with 

ratings on a scale from 1.0 to 5.0. The data indicates a heavily skewed 

distribution toward the high end, with the majority of users giving ratings close 

to 4.5 and 5.0. Specifically, ratings of 4.5 and 5.0 are the most frequent, 

surpassing 300,000 reviews, suggesting that users generally have a positive 

perception of the app. Conversely, the lowest ratings, particularly 1.0, also have 

a notable frequency, indicating a segment of users with highly negative 

experiences. There are fewer ratings in the middle range (2.0 to 4.0), which 

suggests that users tend to either be very satisfied or very dissatisfied, with 

minimal ambivalence. This polarized distribution could reflect distinct user 

experiences, where certain factors lead to extreme positive or negative 

reactions, potentially due to technical issues, gameplay elements, or individual 

preferences. 

In parallel, a text-based analysis was conducted on the `review_text` column to 

assess the structure and content of the user feedback. Word count distributions 

were calculated for each review to identify the general length and depth of 

feedback provided. Histograms of word counts were generated shown in figure 

3, offering a view into the variation in review length. This analysis provided an 

understanding of the extent to which users detailed their experiences, with 

shorter reviews typically expressing general satisfaction or dissatisfaction, and 
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longer reviews potentially offering more in-depth feedback on specific aspects 

of the app. These insights aided in understanding user engagement levels and 

the richness of the feedback available for sentiment analysis. 

 

Figure 3 Distribution of Word Counts in Reviews 

The histogram shows the distribution of word counts in the Roblox app reviews. 

The majority of reviews are very short, with word counts clustering between 0 

and 20 words. Specifically, the highest frequency of reviews contains around 5 

words or fewer, indicating that users tend to leave brief feedback. As word count 

increases, the frequency of reviews drops sharply, with very few reviews 

containing more than 40 words. This distribution suggests that most users 

provide concise feedback, potentially limiting the depth of insights available from 

individual reviews. However, the large number of short reviews can still be 

valuable for sentiment analysis, as they often contain straightforward 

expressions of satisfaction or dissatisfaction. Longer reviews, while less 

frequent, may contain more detailed feedback, possibly highlighting specific 

aspects of the app that influence user experience, such as features, technical 

issues, or gameplay elements. 

Finally, to better understand the specific language used by users in positive and 

negative reviews, the most frequent words in each sentiment category were 

identified and visualized through word clouds shown in figure 4 and figure 5. 

Positive and negative reviews were segmented based on sentiment scores, and 

word frequency analysis was performed separately for each group. The 

resulting word clouds displayed common words used by satisfied and 

dissatisfied users, respectively, offering insights into recurring themes and 

frequently mentioned features or issues. This step provided a foundation for 

more targeted sentiment analysis by revealing the keywords and topics 

associated with different sentiment categories, enabling a deeper exploration of 

the sentiments expressed in the reviews. 
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Figure 4 Most Frequent Words in Positive Reviews 

The word cloud visualizes the most frequently used words in positive reviews of 

the Roblox app. The dominant words include "good," "best," "game," "love," and 

"fun," indicating a strong positive sentiment associated with the gaming 

experience. These terms suggest that users appreciate the overall quality of the 

game, with many describing it as "fun" and "good." Additionally, words like 

"roblox," "play," "nice," and "amazing" reflect satisfaction with specific aspects 

of the app, such as gameplay and social interaction. The repeated emphasis on 

words like "love" and "best" highlights a high level of enthusiasm among users, 

suggesting that Roblox is viewed favorably, particularly in terms of enjoyment 

and playability. Words related to social interactions, like "friend" and "join," imply 

that users value the community and multiplayer aspects of the game. Overall, 

this word cloud reflects a positive user experience and satisfaction with the 

game, pointing to features like fun gameplay, social elements, and high-quality 

content as key factors driving positive feedback. 

 
Figure 5 Most Frequent Words in Negative Reviews 

Data Preprocessing 

The data preprocessing phase began with cleaning the text data in the 

`review_text` column to prepare it for sentiment analysis. Each review was 

converted to lowercase to ensure consistency and eliminate case sensitivity. 

Punctuation marks were then removed, which helped simplify the text by 

eliminating non-alphabetic characters. Additionally, stopwords—commonly 
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used words such as "and," "the," and "is" that do not contribute significantly to 

the sentiment or meaning of the text—were filtered out. Removing these words 

allowed the focus to be on terms more relevant to the sentiment expressed in 

each review, enhancing the efficiency of subsequent analysis. 

After cleaning the text, tokenization and lemmatization were applied to the 

review data to refine it further. Tokenization involved breaking down the review 

text into individual words or tokens, creating a structured format suitable for 

analysis. Lemmatization followed, which reduced words to their base or root 

form. For example, words like "playing" and "played" were converted to "play." 

This process minimized variations in word forms and improved the consistency 

of the text data, enabling a more accurate sentiment classification by aligning 

different word forms with their root meanings. Together, tokenization and 

lemmatization transformed the unstructured review text into a standardized 

format, ready for feature extraction. 

Handling missing data and outliers was another important aspect of 

preprocessing. Reviews with missing text entries were removed from the 

dataset, as they did not provide useful information for sentiment analysis. In 

addition, columns such as `author_app_version` were filled with placeholder 

values where data was unavailable, ensuring a complete dataset without gaps. 

Outlier reviews—such as those with excessively high or low word counts—were 

examined to ensure they did not distort the analysis. These steps provided a 

clean, consistent dataset optimized for the subsequent phases of sentiment 

analysis, enhancing the reliability of the study’s findings. 

Sentiment Analysis Methods 

The sentiment analysis in this study comprised two approaches: lexicon-based 

and machine learning-based methods. For the lexicon-based analysis, VADER 

(Valence Aware Dictionary and Sentiment Reasoner) was applied to assign 

sentiment scores to each review. VADER calculates a compound sentiment 

score (C) as a normalized sum of valence scores for all words in a review using 

the following formula: 

𝐶 =
∑ 𝑠𝑖
𝑛
𝑖=1

√∑ 𝑠𝑖
2𝑛

𝑖=1
+ 𝛼

 
(1) 

In this formula, 𝑠𝑖represents the sentiment score of each word i from the VADER 

lexicon, while 𝛼is a normalization constant with a default value of 15 to scale 

the score within the range of -1 to 1. The compound score (C) was then 

categorized into three sentiment classes, where reviews with a compound score 

greater than 0.05 were considered positive, those with scores between -0.05 

and 0.05 were neutral, and those with scores less than -0.05 were negative. 

This classification approach provided a clear division of user feedback into 

sentiment categories, establishing a foundation for further correlation analysis 

with user ratings. 

In parallel, a machine learning-based sentiment classification approach was 

employed using supervised learning models. Feature extraction was performed 

on the cleaned review text using the Term Frequency–Inverse Document 

Frequency (TF-IDF) technique, which converted the text into numerical vectors. 

The TF-IDF for each term 𝑡in document 𝑑was computed using the formula 

𝑇𝐹-𝐼𝐷𝐹(𝑡, 𝑑) = 𝑇𝐹(𝑡, 𝑑) × 𝐼𝐷𝐹(𝑡) (2) 
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term frequency 𝑇𝐹(𝑡, 𝑑)is defined as 
𝑓𝑡,𝑑

∑ 𝑓𝑘,𝑑𝑘

, with 𝑓𝑡,𝑑representing the frequency 

of term 𝑡in document 𝑑, and ∑ 𝑓𝑘,𝑑𝑘
representing the total frequency of all terms 

in that document. The inverse document frequency is calculated as 𝐼𝐷𝐹(𝑡) =

log⁡ (
𝑁

𝑛𝑡
), where 𝑁is the total number of documents and 𝑛𝑡is the number of 

documents that contain term 𝑡. This method emphasizes important words by 

assigning higher weights to terms that appear frequently in a given review but 

less frequently across other reviews. 

The resulting TF-IDF vectors served as input for two machine learning models, 

namely Naive Bayes and Logistic Regression. In the Naive Bayes classifier, the 

posterior probability of each sentiment class 𝑐 given a document 𝑑is calculated 

as 

𝑃(𝑐 ∣ 𝑑) =
𝑃(𝑐)∏ 𝑃(

𝑛

𝑖=1
𝑥𝑖 ∣ 𝑐)

𝑃(𝑑)
 (3) 

𝑥𝑖represents each word feature in the document. The class with the highest 

posterior probability is selected as the predicted sentiment. For the Logistic 

Regression model, the probability that a document belongs to a particular 

sentiment class is estimated using the sigmoid function 

𝑃(𝑦 = 1 ∣ 𝑥) =
1

1 + 𝑒−(𝛽0+𝛽1𝑥1+𝛽2𝑥2+⋯+𝛽𝑛𝑥𝑛)
 (4) 

𝛽𝑖are the model coefficients learned during training. The predicted probability is 

compared with a threshold value of 0.5 to determine the sentiment class. 

Logistic Regression was chosen for its interpretability and strong performance 

in binary and multiclass classification tasks. 

To optimize model performance, cross-validation and hyperparameter tuning 

were conducted during the training process. Grid search was applied to identify 

the best parameters for each model, ensuring the models achieved the highest 

possible predictive accuracy. Cross-validation ensured that the models 

generalized well to new data by evaluating their performance across multiple 

folds of the dataset. 

The evaluation metrics included Accuracy (Acc), Precision (P), Recall (R), and 

F1-Score (F1). These optimized models, combined with the lexicon-based 

VADER approach, enabled a robust analysis of sentiment in Roblox app 

reviews, facilitating a deeper understanding of the relationship between user 

sentiment and review ratings. 

Correlation Analysis 

To investigate the relationship between user ratings and sentiment scores 

derived from the reviews, both Pearson and Spearman correlation coefficients 

were calculated. The Pearson correlation coefficient was applied to assess the 

linear relationship between the numerical `review_rating` and the sentiment 

scores obtained from the VADER lexicon-based analysis. Since Pearson’s 

method assumes a linear relationship and requires normally distributed data, it 

was particularly useful for understanding direct proportional relationships 

between the variables. In parallel, the Spearman correlation coefficient, a non-

parametric measure, was used to evaluate the monotonic relationship between 

review ratings and sentiment scores. This method relied on the ranks of the data 

rather than the raw values, allowing for a more robust analysis in the presence 
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of outliers or non-linear relationships. 

The results of the correlation analysis provided insight into the degree to which 

the sentiment expressed in reviews aligned with the users' numerical ratings. A 

high positive Pearson correlation indicated a strong linear relationship, where 

increases in sentiment scores were associated with higher ratings. In contrast, 

the Spearman correlation captured the overall trend and ranked order, which 

was particularly useful for exploring the consistency in sentiment expression 

across different ratings, even in cases where the relationship was not strictly 

linear. By using both correlation coefficients, the analysis was able to 

accommodate both linear and monotonic relationships, enhancing the 

robustness of the results. 

To further visualize these relationships, scatter plots and correlation heatmaps 

were generated. The scatter plots illustrated individual data points, with 

`review_rating` on one axis and sentiment scores on the other, allowing for a 

visual assessment of the spread and clustering of data points. These plots 

provided an immediate view of any patterns or anomalies, such as clusters of 

reviews with high ratings and low sentiment scores, which could suggest 

discrepancies in user feedback. Correlation heatmaps were also constructed to 

depict the strength and direction of the relationships, with color gradients 

representing the correlation values. These visualizations helped reinforce the 

findings from the correlation coefficients, providing a clear and accessible 

representation of the sentiment-rating relationship across the dataset. 

Result and Discussion 

Sentiment Analysis Results 

The sentiment analysis results derived from the lexicon-based approach, using 

VADER, indicated a broad distribution across positive, neutral, and negative 

categories. Approximately 76% of reviews were classified as positive, while 

18% fell into the negative category, and 6% were neutral. This distribution 

suggested a generally favorable sentiment among Roblox users, with a 

significant portion expressing satisfaction with the app. Pie charts and bar charts 

were created to visualize these proportions, providing a clear representation of 

the sentiment categories. The positive skew in sentiment reflected in these 

charts indicated an overall trend of user satisfaction, likely driven by favorable 

features or experiences associated with Roblox. 

For the machine learning-based sentiment classification, two models were 

evaluated: Naive Bayes and Logistic Regression. The Naive Bayes model 

achieved an accuracy of 85.3%, with precision, recall, and F1-scores indicating 

a strong ability to classify positive reviews but less accuracy for neutral and 

negative reviews. Specifically, the model achieved a precision of 0.60, recall of 

0.54, and F1-score of 0.57 for negative reviews, while it struggled with neutral 

reviews, reflecting a recall of only 0.04. Conversely, the positive review category 

showed strong performance, with a precision of 0.89 and recall of 0.96. The 

Logistic Regression model slightly outperformed Naive Bayes, reaching an 

accuracy of 86.4%. It displayed an improved classification for negative reviews, 

with a precision of 0.67 and an F1-score of 0.60, while positive reviews showed 

a high precision of 0.89 and recall of 0.97. A comparison table was created to 

detail the metrics for both models, highlighting the strengths and weaknesses 

in each classification category. 
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Both models were further validated through cross-validation, confirming the 

stability of the accuracy scores. The Naive Bayes model demonstrated a cross-

validation accuracy of 85.3%, while the Logistic Regression model maintained 

a cross-validation accuracy of 86.4%, closely matching their respective test set 

accuracies. These results indicated that Logistic Regression provided a slight 

performance advantage over Naive Bayes in classifying Roblox app reviews. 

Confusion matrices for each model illustrated the distribution of correctly and 

incorrectly classified instances, particularly underscoring the challenge of 

accurately categorizing neutral reviews. Overall, the analysis emphasized the 

suitability of machine learning models for sentiment classification and the 

potential of these models to inform future improvements in user feedback 

analysis for mobile applications. 

Correlation Analysis Results 

The correlation analysis examined the relationship between user ratings and 

the sentiment scores derived from the lexicon-based VADER analysis. The 

Pearson correlation coefficient between `review_rating` and 

`vader_compound_score` was calculated at 0.47, with a p-value of 0.0, 

indicating a statistically significant moderate positive linear relationship. This 

result suggests that as sentiment scores increased, ratings tended to be higher 

as well, showing that users who expressed more positive sentiments in their 

reviews generally provided higher ratings. The moderate correlation, however, 

also indicated that sentiment scores alone did not fully explain the variance in 

ratings, highlighting the complexity of user feedback. 

In addition to Pearson’s correlation, Spearman’s rank correlation coefficient was 

computed to account for any non-linear relationships between `review_rating` 

and `vader_compound_score`. The Spearman correlation yielded a coefficient 

of 0.36, also with a p-value of 0.0, reinforcing the significance of the association 

but indicating a slightly weaker monotonic relationship compared to the linear 

one measured by Pearson. This finding suggests that while higher sentiment 

scores often corresponded with higher ratings, the relationship was not strictly 

linear and other factors might have influenced user ratings. The reduced 

strength of the Spearman correlation relative to the Pearson correlation implies 

some non-linear characteristics in the data, where certain high or low ratings 

might not align directly with the sentiment scores. 

To visualize these relationships, scatter plots were generated with trendlines, 

illustrating the distribution of ratings against sentiment scores. These plots 

showed clusters of points where positive sentiment scores were associated with 

high ratings, while lower sentiment scores corresponded with a broader range 

of ratings. Additionally, correlation heatmaps were created to provide a visual 

representation of the Pearson and Spearman correlations, with color gradients 

highlighting the strength of these relationships. These visual tools helped to 

clarify the degree of association between user sentiments and ratings, 

supporting the numerical findings and illustrating the complexities of interpreting 

user feedback in app reviews. 

Sentiment-Rating Discrepancies 

An analysis of sentiment-rating discrepancies revealed instances where the 

sentiment score from the review text diverged significantly from the numerical 

rating provided by the user. For example, some reviews exhibited a positive 
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sentiment score based on lexicon analysis yet were paired with a low rating. 

Conversely, there were cases where the sentiment score was negative, but the 

rating was relatively high. These discrepancies highlighted possible nuances in 

user feedback that sentiment scores alone could not fully capture. Such 

mismatches often pointed to underlying issues not directly expressed through 

the sentiment-laden language used in the review text. 

Further examination of reviews with high sentiment-rating discrepancies 

provided insights into potential causes. In cases where users gave positive 

sentiment scores but assigned low ratings, the review text frequently mentioned 

specific gameplay issues, such as technical bugs, server lag, or recurring 

glitches. These issues likely frustrated users, leading them to rate the app poorly 

despite enjoying certain aspects of the game. Alternatively, reviews with a 

negative sentiment score but a high rating suggested that users might have 

appreciated the overall game experience but expressed dissatisfaction with 

certain features or recent updates. Misunderstood game mechanics or isolated 

negative experiences could have led to negative language in the review, while 

the overall experience was still valued positively, resulting in a higher rating. 

A selection of reviews exhibiting significant sentiment-rating discrepancies was 

compiled into a table to illustrate these patterns. This table included actual 

review text, sentiment scores, and user ratings, providing specific examples of 

how sentiment and ratings diverged. By examining these examples, it became 

evident that sentiment analysis, when paired with rating data, could uncover 

unique insights into user priorities and frustrations. These discrepancies 

underscored the importance of interpreting both sentiment scores and ratings 

together, as they offered a more comprehensive understanding of user 

feedback, highlighting areas for potential improvement in game functionality, 

stability, and user experience. 

Discussion 

The sentiment analysis and correlation study provided several key insights into 

the relationship between user feedback and ratings for the Roblox app. The 

lexicon-based analysis using VADER revealed a generally positive sentiment 

among users, with a moderate correlation between sentiment scores and user 

ratings, as indicated by the Pearson and Spearman coefficients. This 

relationship suggested that higher sentiment scores were often associated with 

higher ratings, though the moderate strength of the correlation pointed to other 

factors influencing user ratings. The machine learning-based sentiment 

classification further confirmed this trend, with Logistic Regression achieving 

slightly higher accuracy than Naive Bayes, reflecting the ability of machine 

learning methods to capture more nuanced patterns in user sentiment. 

Sentiment analysis proved valuable in identifying areas of user satisfaction and 

potential improvements for the game. Positive reviews frequently highlighted 

enjoyable features, such as the variety of games and the interactive aspects of 

Roblox, while negative reviews pointed to technical issues, including lag and 

bugs, that detracted from the user experience. By examining the discrepancies 

between sentiment scores and ratings, it became apparent that sentiment 

analysis could uncover specific areas where user satisfaction diverged from 

overall app ratings. This approach offered actionable insights for developers, 

who could focus on addressing the identified issues to enhance user satisfaction 
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and improve app ratings. 

However, the study faced several limitations, particularly with the lexicon-based 

sentiment analysis. Lexicon-based methods, while effective in detecting general 

sentiment, often struggled with context-specific language and sarcasm, which 

are prevalent in user reviews. This limitation could lead to inaccuracies in 

sentiment scoring. Additionally, user reviews are inherently subjective and may 

be influenced by personal biases or isolated experiences, which might not 

reflect the general user base. When comparing the lexicon-based approach with 

machine learning methods, it was clear that machine learning offered higher 

accuracy and flexibility, particularly in capturing subtle language nuances. 

Nevertheless, machine learning models require labeled training data and 

computational resources, which could limit their scalability. Overall, the 

combination of both approaches provided a comprehensive understanding of 

user sentiment, but further refinements in sentiment analysis methods are 

necessary to fully capture the complexity of user feedback in mobile gaming 

contexts. 

Conclusion 

This study provided a comprehensive analysis of user feedback for the Roblox 

app by examining the correlation between sentiment derived from review text 

and user ratings. The lexicon-based VADER analysis indicated a generally 

positive sentiment among reviews, with most users expressing favorable 

opinions. The correlation analysis showed a moderate positive relationship 

between sentiment scores and user ratings, suggesting that higher sentiment 

scores often aligned with higher ratings. However, notable discrepancies 

emerged, where sentiment scores did not fully correspond with ratings, 

particularly in cases where users assigned high sentiment scores but low 

ratings, or vice versa. These discrepancies highlighted specific areas for 

improvement and suggested that sentiment alone could not completely predict 

user satisfaction. 

The findings from this sentiment analysis offer valuable insights for game 

developers seeking to enhance the Roblox app experience. By identifying 

recurring themes in negative feedback, such as technical issues and gameplay 

frustrations, developers can prioritize these areas in future updates. Addressing 

such common issues, particularly those related to performance, could 

potentially enhance user satisfaction and improve ratings. Additionally, the 

positive feedback underscored features that users enjoyed, such as the 

diversity of games and social interactions within Roblox, which developers might 

consider expanding or further enhancing. Leveraging these insights, game 

developers could create targeted improvements that align with user 

preferences, thus fostering a more engaging and satisfying experience. 

Future research could explore more advanced sentiment analysis techniques 

to improve the accuracy and depth of understanding of user feedback. For 

instance, integrating deep learning models like BERT could enhance the ability 

to capture context and handle complex language nuances, which are often 

challenging for traditional lexicon-based methods. Additionally, expanding this 

analysis to include reviews from different gaming platforms, such as iOS or 

Steam, could offer a comparative perspective on user sentiment across 

platforms. Such an expansion would provide a broader view of user experiences 
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and preferences, enabling developers to tailor updates and features according 

to platform-specific feedback. Overall, these potential advancements in 

methodology and scope could yield deeper insights into user sentiment, driving 

further improvements in the gaming experience. 
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