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ABSTRACT

The rapid expansion of digital finance has transformed the way financial services are
accessed and utilized, particularly in emerging markets such as Indonesia. This study
aims to uncover key service improvement areas within the Easycash mobile lending
platform by analyzing user reviews through topic modeling using Latent Dirichlet
Allocation (LDA). The research employed a data-driven approach, combining text
preprocessing in Bahasa Indonesia using the Sastrawi library, TF-IDF vectorization,
and sentiment classification with machine learning models including Naive Bayes, K-
Nearest Neighbors (KNN), and XGBoost. The XGBoost model achieved the highest
performance with an F1-score of 0.9709, effectively distinguishing between positive,
neutral, and negative sentiments. LDA analysis identified five major topics: Loan
Limits and Repayment, Customer Gratitude and Satisfaction, Loan Application
Process and Interest Rates, App Quality and Customer Service, and Data
Management and Account Issues. Results indicate that while Easycash users
generally express positive sentiment toward ease of use and service speed, concerns
persist regarding high interest rates, customer service responsiveness, and data
privacy. These findings provide actionable insights for fintech companies to enhance
user satisfaction through targeted service improvements and continuous feedback
analysis.

Digital Finance, Fintech, User Reviews, Sentiment Analysis, Topic
Modeling, Latent Dirichlet Allocation (LDA), Machine Learning, Customer
Satisfaction, Service Improvement

The rapid growth of financial technology (fintech) has reshaped the global digital
finance landscape, expanding access to financial services for diverse
populations. Advanced technologies such as artificial intelligence (Al),
blockchain, and big data have been at the forefront of this transformation,
enabling more efficient and accessible financial systems. These innovations
have had a profound impact, especially in developing regions, where they have
been shown to improve total factor productivity and mitigate economic
stagnation. The integration of fintech into the broader digital economy has
democratized access to financial services, allowing both banked and unbanked
individuals to participate in the financial system. This is particularly important for
marginalized groups, who have historically been excluded from traditional
financial institutions [1], [2]. As mobile financial services become a mainstay for
conducting transactions, especially during the COVID-19 pandemic, fintech
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companies must remain responsive to user feedback to enhance their services
continually.

Fintech has acted as a key driver of financial inclusion, broadening the reach of
financial services through digital platforms. This growing reliance on mobile
applications and digital finance solutions underscores the critical role of user
feedback in shaping the direction of fintech innovations. Continuous
improvement in these services depends on how effectively fintech companies
gather, analyze, and respond to user needs. As fintech companies grow and
their services evolve, the importance of user experience becomes even more
central to maintaining trust and fostering loyalty among their users [2], [3]. The
iterative process of integrating feedback allows fintech firms to not only enhance
user satisfaction but also adapt more effectively to the competitive pressures
exerted by traditional financial institutions, driving innovation across the

financial sector [4], [5]. Thus, understanding user perspectives and addressing
service-related issues becomes crucial in the fast-paced digital finance
ecosystem.

In Indonesia, fintech companies such as Easycash have transformed the
traditional loan application process by offering fast, unsecured loans via mobile
applications. This shift reflects a broader trend in the Indonesian financial
landscape, where the demand for digital finance solutions has grown rapidly.
The widespread adoption of mobile technology in Indonesia, where over 90%
of the population uses mobile phones, has enabled fintech firms to reach a
broad audience, particularly those underserved by traditional banking systems

. These advancements have allowed users to access credit services with
unprecedented ease and speed, enhancing financial inclusion and convenience
for millions of Indonesians.

The success of these fintech platforms is heavily dependent on the quality of
user experience they provide. Research has demonstrated that user
satisfaction with fintech applications is largely driven by the perceived ease of
use, efficiency, and reliability of the service [7], [8]. User-friendly interfaces and
secure transaction processes are essential in building trust with consumers,
especially in a digital environment where security concerns are paramount.
Fintech companies like Easycash have thus focused on optimizing their
services and improving customer service to ensure a seamless experience.
Such improvements are crucial for retaining users and promoting growth in an
increasingly competitive fintech market

In addition to the focus on user experience, the regulatory framework governing
fintech in Indonesia plays a pivotal role in the sector's development. Authorities
such as the Financial Services Authority (OJK) and Bank Indonesia oversee
fintech operations, ensuring that companies like Easycash comply with financial

regulations while fostering innovation . However, as the fintech sector
expands, there remains a need for adaptive regulations to address the
challenges posed by unregulated or illegal lending practices , . As the

regulatory landscape evolves, the success of fintech platforms will increasingly
depend on their ability to balance innovation with compliance, ensuring both
user trust and financial stability.

User satisfaction played a critical role in determining the success of fintech
companies like Easycash. In the competitive landscape of digital finance,

Othman and Hariguna (2025) J. Digit. Mark. Digit. Curr. 435



Journal of Digital Market and Digital Currency

companies were required to consistently monitor and improve their services to
meet user expectations and retain their customer base. User feedback,
especially in the form of reviews, provided valuable insights into user
experiences and satisfaction. However, given the large volume of user reviews
generated on platforms like Easycash, manually analyzing this feedback could
have been more efficient and practical. Fintech companies needed to adopt
more advanced, automated methods to process this data and extract actionable
insights efficiently.

The challenge of dealing with vast amounts of unstructured data, such as textual
reviews, posed a significant barrier for Easycash in leveraging this valuable
resource for service improvement. Traditional manual review processes were
not only time-consuming but also prone to human error and inconsistency. As
a result, important trends or issues could easily go unnoticed, hindering the
company’s ability to make timely adjustments or improvements based on user
feedback. Moreover, without a systematic approach to categorizing and
understanding the diverse topics discussed in user reviews, it became difficult
to prioritize areas that required immediate attention.

Given these limitations, there was a pressing need for fintech companies to
implement automated techniques, such as topic modeling, to analyze user
reviews at scale. These techniques allowed companies like Easycash to
uncover recurring themes or issues from thousands of reviews without the need
for manual intervention. By identifying key service areas that needed
improvement, companies could respond more efficiently to user concerns,
thereby enhancing overall customer satisfaction and fostering loyalty in a highly
competitive market. The application of tools like Latent Dirichlet Allocation (LDA)
offered a structured and scalable approach to processing user feedback, which
would prove essential in driving continuous service improvement in the digital
finance sector.

While the use of sentiment analysis in the fintech sector has been widely
explored, most studies primarily focused on analyzing user sentiments—
whether positive, negative, or neutral. Sentiment analysis provided valuable
insights into the overall mood of user feedback. Still, it often fell short of offering
detailed, topic-specific information that could pinpoint the precise areas where
improvements were needed. For example, a user could leave a negative review.
Still, without further analysis, it would be unclear whether the dissatisfaction
stemmed from poor customer service, high interest rates, or technical issues
within the app. As fintech companies continued to grow, the need for more
granular insights into user feedback became essential.

Recent research in sentiment analysis and machine learning has revealed
valuable insights into consumer behavior, e-commerce trends, and financial
transactions across digital platforms. Studies on aspect-based sentiment
analysis have shown that using semantic similarity can enhance the
classification of visitor reviews, improving the ability to capture nuanced
consumer sentiments and preferences . Additionally, research on discount
strategies and consumer ratings has highlighted how promotional tactics can
significantly influence customer perceptions, demonstrating the importance of
tailored sentiment analysis approaches to accurately interpret consumer
feedback in digital marketplaces . The adoption of clustering algorithms for
customer segmentation, such as K-Means and DBSCAN, has proven effective
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in categorizing users based on behavior, enabling more personalized marketing
strategies in e-commerce . Similarly, predictive modeling techniques,
including decision trees and random forests, have been applied to estimate
campaign ROI, offering a data-driven approach to strategic decision-making in
digital marketing

In the realm of financial analysis, studies have investigated the relationship
between trading volume and Bitcoin price movements using correlation
methods, providing insights into market dynamics within digital currencies
Moreover, unsupervised anomaly detection techniques in cryptocurrency
trading have highlighted the utility of clustering and density-based approaches
for identifying irregularities in transaction patterns . Expanding into the Web3
space, research has explored the blockchain and cryptocurrency job market,
revealing emerging trends and employment opportunities within this sector
Furthermore, studies on virtual property markets have examined factors
influencing sales trends and price determinants, showcasing the role of
blockchain technology in shaping digital real estate . These studies
collectively underscore the diverse applications of machine learning and data
analysis techniques across digital finance, marketing, and blockchain-based
sectors, emphasizing their potential to uncover patterns and inform strategic
decisions in an increasingly digital economy.

Latent Dirichlet Allocation (LDA) offered a solution to this gap by allowing
researchers and companies to move beyond the broad categories provided by
sentiment analysis and dive deeper into the specific topics or themes present in
large datasets of textual feedback. Although LDA has been successfully
implemented in various industries to analyze large volumes of text, its
application in the Indonesian fintech context, particularly with platforms like
Easycash, has been limited. This lack of research highlighted a significant gap,
as fintech companies in Indonesia were expanding rapidly, and their success
heavily depended on continuously improving user experience. A more detailed,
topic-based analysis could provide actionable insights into the specific service
areas users frequently mentioned in their reviews.

In the context of Indonesian digital finance, applying LDA to user reviews
represented a relatively unexplored avenue for enhancing service quality. Most
existing research on fintech feedback analysis in Indonesia primarily employed
traditional sentiment analysis methods, which, while useful, needed more depth
to identify recurring service-related themes. Addressing this research gap, the
study aimed to apply LDA to analyze Easycash user reviews, thereby
uncovering key topics that could inform service improvement strategies. This
novel approach provided an opportunity to contribute both to the academic
literature on fintech in Indonesia and the practical application of advanced text
analysis methods in a rapidly growing industry.

This research aimed to uncover key service improvement areas in the Easycash
mobile application by analyzing user reviews. Easycash, like many fintech
platforms, relied on user feedback to identify potential areas of service
enhancement. However, given the large volume of reviews available, manually
extracting insights from this unstructured data posed a significant challenge.
Therefore, this study sought to implement a data-driven approach to automate
the process of discovering recurring themes and topics within the user
feedback. The objective was to provide actionable insights into the specific
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aspects of the service that required attention, ultimately improving the overall
user experience.

To achieve this goal, the study employed topic modeling using LDA, an
unsupervised machine learning algorithm well-suited for uncovering hidden
topics in large text datasets. LDA allowed for the identification of distinct themes
within user reviews by analyzing the co-occurrence patterns of words across
multiple documents. In this case, the documents were individual reviews, and
the analysis was focused on the content field of the dataset, which contained
the textual feedback from Easycash users. By applying LDA, the study aimed
to move beyond broad sentiment analysis and provide a more granular
understanding of user concerns and preferences.

The specific focus of the research was on identifying service areas frequently
mentioned in the reviews, such as customer support, loan approval processes,
or interest rates. These insights were expected to help Easycash prioritize
improvements in areas that directly impacted user satisfaction. Furthermore,
this approach provided a scalable solution for continuously monitoring user
feedback, enabling Easycash to respond more efficiently to emerging issues
and maintain a competitive edge in the digital finance landscape.

Digital Finance and User Experience in Fintech

User reviews have become an integral component of the digital finance
landscape, playing a significant role in influencing user engagement, product
development, and overall market dynamics. As digital financial services
continued to grow, user-generated content—particularly in the form of
reviews—proved to be essential in shaping consumer perceptions and
behaviors. These reviews not only provided direct insights into the experiences
of users but also acted as a form of social proof, which enhanced trust and
credibility in financial products and services. The ability to assess the opinions
and feedback of other users allowed potential customers to make informed
decisions, reducing the perceived risks associated with adopting digital financial
solutions.

The incorporation of user reviews into digital finance platforms demonstrated
several benefits, particularly in enhancing user engagement and satisfaction.
Reviews often provide personalized feedback, which companies could use to
tailor financial products to the specific needs of their users, thus improving the
overall user experience. For example, personalized recommendations based
on feedback helped reduce information search costs and increased user
retention rates . Additionally, user reviews helped to address the issue of
information asymmetry that was common in financial markets, especially for
small and medium-sized enterprises (SMEs) seeking financing. By fostering a
more transparent environment where users could share their experiences,
digital finance platforms encouraged informed decision-making among potential
customers, thereby improving the credibility of the platforms themselves.

Moreover, user reviews had a direct impact on the ongoing development and
refinement of financial products. By collecting feedback from users, fintech
companies were able to identify areas that needed improvement and innovate
accordingly. For instance, reviews that highlighted issues related to the usability
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of an app or concerns about security could prompt the development of more
user-friendly interfaces or the introduction of new security. This iterative process
of product development, driven by user feedback, was crucial in maintaining
competitiveness in the fast-paced digital finance sector. Furthermore, the
influence of user reviews extended beyond individual products to shape broader
market trends. Positive reviews could enhance the reputation of a fintech
platform, thereby attracting new users, while negative reviews, if not addressed
promptly, could lead to a decline in trust and engagement

Customer feedback was essential for improving service quality in FinTech
platforms, as it directly influenced user satisfaction, retention, and the overall
development of financial services. In the competitive fintech landscape, where
user expectations continued to rise, understanding and integrating customer
feedback into service offerings provided a competitive advantage. Feedback
mechanisms, such as reviews and surveys, allowed fintech companies to
assess the quality of their services and identify areas where improvements were
necessary. This process was particularly important in building user trust, as
companies that responded to user concerns were more likely to retain their
customer base . Studies showed that fintech platforms that actively solicited
and analyzed feedback had better customer satisfaction, which directly
impacted user loyalty and engagement

The importance of customer feedback was further highlighted in guiding the
refinement of fintech services. Users often provided insights into their
experiences, pinpointing specific aspects of the service that required
improvement, such as ease of navigation, transaction speed, or the clarity of
information provided by the platform. These insights were invaluable for fintech
companies seeking to enhance their services, as they enabled the development
of more user-friendly and efficient systems. In turn, this customer-centric
approach contributed to a stronger user experience, which was crucial for the
adoption of fintech services. Research demonstrated that when users found
services easy to use and reliable, their likelihood of continued use and
recommendation increased significantly

Moreover, customer feedback played a pivotal role in fostering trust between
fintech platforms and their users. Trust was a critical factor in digital finance,
where users relied on the security and transparency of the services provided.
Fintech companies that acted on customer feedback demonstrated their
commitment to improving the user experience, thus fostering a sense of
reliability and security . Additionally, the ongoing process of collecting and
analyzing user feedback enabled fintech companies to stay ahead of market
trends and evolving user needs. This proactive approach helped companies
maintain their relevance in a rapidly changing industry and supported their
innovation efforts to meet user expectations and demands

Related studies on analyzing customer reviews in fintech services, particularly
within Southeast Asia, have focused on the role of customer feedback in
shaping user experience and driving service improvements. The rapid growth
of fintech platforms in the region, especially in Indonesia and Malaysia, has
created a strong need for companies to understand their users’ preferences and
experiences better. Research emphasized that customer experience is
central to fintech success, as innovations must blend traditional financial
services with modern technologies to meet evolving user expectations. Their
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research highlighted that customer feedback serves as a valuable resource for
assessing how well these innovations are being received, thereby guiding
further improvements.

Research explored the specific relationship between user innovativeness
and fintech adoption in Indonesia, concluding that understanding user
perspectives through feedback is essential for the continuous development of
fintech services. They argued that by analyzing customer reviews, fintech
companies could better tailor their products to meet user needs, thus fostering
higher adoption rates. This study aligns with the broader literature on customer
feedback in Southeast Asia, underscoring its importance in driving product
enhancements that resonate with the local user base.

In a broader regional context, research conducted a systematic literature
review that demonstrated the impact of consumer behavior on fintech adoption,
particularly focusing on perceived benefits such as convenience and security.
The review indicated that customer reviews reflect these perceived benefits,
offering fintech companies critical insights for product development and
marketing. Similarly, study by in Malaysia applied the Technology
Acceptance Model (TAM) to investigate consumer attitudes toward fintech
products. Their findings suggested that perceived usefulness and ease of use,
often derived from customer feedback, were key factors influencing adoption,
further emphasizing the role of reviews in shaping fintech services in the region.

Topic Modeling in Natural Language Processing (NLP)

LDA was widely recognized as a powerful statistical model in the field of Natural
Language Processing (NLP), primarily used for topic modeling. The model
operated under the assumption that documents were a mixture of various
topics, with each topic being characterized by a distribution of specific words.
This generative approach allowed researchers to uncover hidden thematic
structures in large collections of textual data. LDA’s ability to detect latent topics
made it particularly valuable for analyzing unstructured text where predefined
categories were unavailable. lts application was demonstrated across a variety
of fields, such as healthcare, finance, and social media, where it proved to be
effective in extracting insightful information from vast amounts of data

LDA served as a foundational tool in topic modeling, offering the ability to
identify, categorize, and cluster themes within extensive text datasets. This
technique proved especially useful in fields requiring large-scale data analysis,
such as clinical decision-making, where understanding underlying topics in
medical literature could aid in the diagnosis and treatment of patients , .
Additionally, LDA was applied in analyzing healthcare data, including patient
safety concerns, which helped extract relevant insights from various textual
sources . The model’s capacity to delineate key topics made it instrumental
in many industries, as it not only facilitated keyword identification but also
provided meaningful groupings of related documents, enhancing the clarity of
large datasets

The unsupervised learning nature of LDA was one of its strongest features,
allowing it to explore textual data without the need for predefined labels. This
flexibility made it ideal for exploratory data analysis, particularly in domains
where the data structure was not fully understood. In fields such as genomics,
LDA was used to reveal mutation signatures and classify genomes, while in
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social media analysis, it helped uncover themes from user-generated content,
shedding light on public sentiment , . The model’s hierarchical Bayesian
framework enabled it to handle complex relationships between topics and
documents, making it an invaluable tool for large-scale data analysis, and its
impact extended into public health and financial sectors where policy decisions
could be informed by LDA-driven insights ,

Latent Dirichlet Allocation (LDA) is a probabilistic generative model commonly
used in Natural Language Processing (NLP) for topic modeling. It assumes that
each document in a corpus is a mixture of topics, and a distribution of words
characterizes each topic. The primary goal of LDA is to discover the hidden
thematic structure in large collections of text. The model calculates the
probability of a word being part of a topic given its document context as shown
in the formula:

D
P(wlz) = )" P(wlz d)P(zld) (1)
d=1

This framework allows LDA to identify latent topics by analyzing the co-
occurrence patterns of words across documents.

Text Preprocessing for the Indonesian Language

Processing Indonesian text in the context of Natural Language Processing
(NLP) presented unique challenges, particularly due to the morphological
complexity of the language. One of the primary techniques used to address this
complexity was stemming, which reduced words to their root forms to facilitate
more accurate analysis. The Sastrawi library, a tool specifically designed for the
Indonesian language, played a critical role in this process. Sastrawi
implemented the Nazief-Adriani stemming algorithm, which has proven effective
in handling various morphological forms of Indonesian words, including affixes
and reduplications , . This made it an essential tool for text
preprocessing in applications like topic modeling, where accurate word
representation was crucial.

In addition to stemming, the Sastrawi library also provided functionalities for
stopword removal, which was another critical step in text preprocessing.
Stopwords, or frequently used words that added little value to text analysis,
needed to be filtered out to improve the efficiency of NLP models. The Sastrawi
library included an extensive list of common Indonesian stopwords, enhancing
the quality of the processed text before further analysis. Studies demonstrated
that using Sastrawi for both stemming and stopword removal significantly
improved the accuracy of text-based models, such as in sentiment analysis, by
reducing noise and standardizing text input , . These preprocessing
steps were vital in transforming raw text into a format that NLP algorithms could
effectively analyze.

However, challenges in the stemming process, particularly with over-stemming
and under-stemming, remained persistent. Over-stemming occurred when
unrelated words were incorrectly reduced to the same root while under-
stemming resulted when related words were not sufficiently reduced to their
base form. These issues could skew the results of text analysis, impacting the
performance of the overall model. Despite Sastrawi’s strong performance,
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research indicated that improvements were still needed to reduce such errors,
especially in comparison to other stemming algorithms like the Paice-Husk
method ) . Moreover, the prevalence of slang and informal expressions,
particularly in social media and user-generated content, further complicated text
preprocessing. To address this, researchers suggested expanding the Sastrawi
stopword list to include commonly used slang terms, ensuring a more robust
handling of real-world text

The removal of stopwords and the handling of colloquial language, including
slang, are essential steps in processing Indonesian language text, especially
for tasks such as sentiment analysis and topic modeling. Stopwords are
common words like conjunctions and prepositions that do not carry significant
meaning in text analysis. Their removal improves the efficiency of Natural
Language Processing (NLP) tasks by reducing noise in the data. This leads to
better accuracy in models used for indexing, classification, and information
retrieval , . In Indonesian text processing, the Sastrawi library is
frequently utilized for this purpose, providing a robust mechanism for eliminating
unnecessary words and improving the clarity of text analysis

In addition to stopwords, Indonesian slang presents another challenge in text
preprocessing, especially in user-generated content such as reviews or social
media posts. Slang refers to informal language variations that often differ from
standard vocabulary and are not always recognized by conventional NLP tools.
This can lead to inaccuracies or misinterpretations in sentiment analysis.
Studies have demonstrated that transforming slang into its formal equivalent,
as defined in the Indonesian Dictionary (KBBI), enhances model performance,
with improvements in accuracy observed in various tasks . For instance,
converting colloquial expressions to their standard forms has been shown to
increase the accuracy of sentiment analysis models by up to 3.5% ,
highlighting the importance of adapting preprocessing methods to account for
the dynamic nature of informal language.

The frequent use of slang, particularly among younger populations in Indonesia,
further underscores the importance of incorporating this linguistic variation into
text preprocessing. Studies have shown that nearly 66.7% of Indonesian
students regularly use slang in daily communication, signaling a significant
cultural shift towards informal language usage in both social and digital contexts

, . As slang continues to evolve, often influenced by regional dialects
and foreign languages, NLP systems must continually update their slang
dictionaries and preprocessing algorithms to maintain relevance . By
addressing these variations in language, NLP models can capture the true
meaning behind user-generated content, ultimately reducing the effectiveness
of tasks like sentiment analysis and text classification . Therefore,
integrating stopword removal and slang handling into preprocessing pipelines
is crucial for accurate and contextually relevant text analysis.

Exploratory Data Analysis (EDA) for Text Data

EDA is essential for understanding the distribution and patterns present in
textual data. It acts as a preliminary but critical step in the data analysis process,
enabling researchers to gain insight into the overall structure and quality of their
data before applying more advanced techniques. EDA employs methods such
as visualizations, word frequency analysis, and statistical summaries to reveal
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trends, outliers, and anomalies. This initial exploration helps researchers
identify key patterns that may influence the outcome of subsequent analyses,
ensuring that the data is well-prepared for further processing

One of the primary functions of EDA is to assess the quality of the text data,
especially when dealing with datasets sourced from user reviews, social media,
or other unstructured formats. Textual data often contains inconsistencies,
missing values, and noise, which can hinder the performance of machine
learning models if not addressed. Through EDA, researchers can clean the data
by identifying and removing irrelevant elements, such as extraneous
punctuation or redundant terms, which ensures that the final dataset is
representative and reliable . Techniques like tokenization and
lemmatization, commonly employed during EDA, further refine the text by
breaking it down into manageable units, making it easier to uncover significant
patterns in word usage and thematic distribution.

Additionally, EDA plays a vital role in preparing text data for machine learning
tasks, such as text classification and topic modeling. Through frequency
analysis, EDA helps uncover the most common words and phrases, revealing
underlying themes or sentiments within the dataset . This exploratory phase
also supports the application of data augmentation techniques, particularly in
scenarios where the dataset is small or imbalanced. As demonstrated,
methods like synonym replacement or random insertion can enrich the dataset,
improving the model's ability to generalize to new data. The insights gained from
EDA guide researchers in optimizing their models by ensuring the text data is
both comprehensive and well-structured, providing a strong foundation for more
complex analytical procedures.

Visualization techniques play a crucial role in the EDA of textual data, offering
clear and intuitive ways to interpret complex information. These techniques,
such as word clouds, bar charts, and term frequency distributions, help
researchers uncover patterns and trends that might take time to emerge from
raw text. Each method provides distinct insights, making them invaluable tools
for gaining an initial understanding of the data before moving on to more
advanced analysis methods. Their ability to quickly summarize and visually
represent textual information is essential in extracting key insights from large
datasets.

Word clouds, one of the most recognizable visualization tools, display the most
frequent words in a dataset by adjusting their size based on frequency. Larger
words indicate higher frequency, while smaller words represent less common
terms. This technique offers an immediate visual snapshot of the dominant
themes within a dataset, making it a popular starting point for textual analysis.
The simplicity and effectiveness of word clouds allow researchers to identify
important words and themes quickly, which is particularly useful when exploring
unfamiliar datasets. Despite their aesthetic appeal, word clouds do not provide
precise quantitative information, but they are highly effective in giving a broad
overview of textual content

Bar charts and term frequency distributions offer a more detailed and precise
way to visualize textual data. Bar charts allow for clear comparisons between
the frequencies of different terms, providing a more structured and quantifiable
approach than word clouds. Researchers can use bar charts to easily identify
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the most and least frequent terms within a dataset, making it easier to detect
patterns or anomalies. Similarly, term frequency distributions offer a statistical
view of word usage across a dataset, typically represented through histograms.
These distributions can highlight important features such as skewness or
outliers, providing deeper insights into the structure of the text. Both techniques
are essential in revealing trends, supporting the identification of key topics, and
preparing the data for more complex analyses like sentiment analysis or topic
modeling

The research method for this study consists of several steps to ensure a
comprehensive and accurate analysis. The flowchart in outlines the
detailed steps of the research method.

~

' 8 Y Y
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Research Method Flowchart

Data Description

The dataset analyzed in this research comprises user reviews collected from
the Easycash platform, a financial technology application operating in
Indonesia. The reviews primarily focus on the “content’ column, which contains
the textual feedback provided by users, offering insight into their experiences
and satisfaction with the service. Additional columns in the dataset include
“score’, which records user ratings on a numeric scale, and "at’, which logs the
timestamp of each review. These additional columns support the analysis by
providing quantitative indicators of user sentiment and a temporal context for
each review.

To facilitate a comprehensive understanding of user feedback on Easycash, the
dataset undergoes an initial descriptive analysis. First, the total number of
reviews is calculated, providing a quantitative foundation for subsequent
analyses. This overview reveals the scope of user engagement and feedback
available for analysis, helping to contextualize the significance of identified
patterns. Following this, the average score is determined, offering a preliminary
insight into overall user satisfaction. The mean score serves as a benchmark,
indicating the general sentiment trend across all reviews and setting a baseline
for deeper sentiment analysis and topic exploration.

The dataset is further examined through a temporal analysis of the review
distribution, which is conducted using the "at’ column. This analysis reveals how
user engagement with the Easycash platform has evolved over time and
highlights any potential seasonal trends or periods of heightened activity. For
example, increases in review volume following significant app updates or
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marketing campaigns may indicate times when user feedback is particularly
critical. Visualizing the review distribution over time aids in identifying these
patterns, helping to connect fluctuations in user engagement with potential
changes in user sentiment or emerging service improvement areas.

Data Preprocessing

The data preprocessing phase began with text cleaning to ensure consistency
and readability in the user review content. This process involved the removal of
punctuation, numbers, and special characters, all of which are extraneous in
natural language processing (NLP) tasks and can introduce noise into the
analysis. The next step was stopword removal, a crucial step in minimizing
irrelevant words. Given that this study focused on reviews in Bahasa Indonesia,
the Sastrawi library—a tool specifically designed for processing Indonesian
text—was utilized to eliminate common stopwords in the language. This step
reduced the dataset’s word count to only the most meaningful terms, enhancing
the clarity of insights derived from the data.

Following stopword removal, the text was tokenized, breaking down each
review into individual words. Tokenization enables detailed text analysis by
facilitating word-by-word examination. After tokenization, the Sastrawi library
was again employed, this time for stemming. Stemming converts words to their
root forms, which is particularly useful for Indonesian, a language with extensive
word variations due to prefixes, suffixes, and infixes. Stemming allows words
with the same root meaning, such as “membantu” and “bantuan,” to be treated
as a single term, thereby reducing dimensionality and improving the efficiency
of subsequent analysis steps.

The final stage of data preprocessing involved converting the cleaned and
stemmed text into a numerical form using TF-IDF (Term Frequency-Inverse
Document Frequency) vectorization. TF-IDF is an effective method for
representing text data as it assigns weight to words based on their frequency
within a document relative to their frequency across all documents. By
emphasizing terms that are more unique to individual reviews, TF-IDF helps
capture the distinctive language used by users when expressing specific
concerns or praises. For this study, the TF-IDF vectorizer was configured with
a ‘max_features’ parameter to limit the vocabulary size and ensure model
performance optimization. This matrix served as the input for the LDA model in
the topic modeling phase, enabling the identification of key themes in user
feedback.

Sentiment Analysis

The sentiment analysis phase of this study focused on categorizing user
reviews into positive, negative, or neutral sentiments to provide insights into
user satisfaction with Easycash services. Initial sentiment labeling was
conducted using an automated sentiment analysis tool, with options such as
VADER or a pre-trained sentiment model. In cases where sentiment scores
were not directly available, labels were derived based on thresholds applied to
the “score’ column, with higher scores indicating positive sentiment and lower
scores indicating negative sentiment. This process allowed for the consistent
classification of sentiments across the dataset, setting a foundation for further
analysis.
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Following the labeling process, three machine learning models—Naive Bayes,
K-Nearest Neighbors (KNN), and XGBoost—were employed to classify
sentiment. Each model was trained on the labeled dataset to evaluate its
effectiveness in distinguishing between sentiment categories. Naive Bayes,
commonly used in text classification due to its simplicity and efficiency, served
as a baseline model. KNN, which classifies data points based on their proximity
to neighbors, was included to assess its performance on this text-based task.
XGBoost, a powerful ensemble technique known for its accuracy in predictive
tasks, rounded out the comparison. These models were selected for their
varying approaches to classification, enabling a comprehensive evaluation of
model suitability for sentiment analysis in this context.

To ensure reliable results, each model’s performance was validated through k-
fold cross-validation, with k = 5, which allowed for an assessment across
multiple data subsets. This method provided average scores for metrics
including accuracy, precision, recall, and F1-score, offering a balanced view of
each model's strengths. Based on these metrics, the model that achieved the
highest overall performance was selected as the most effective for sentiment
classification. The results from this evaluation phase provided insights into
which techniques were most suitable for understanding user sentiment in the
Easycash reviews, forming the basis for further topic modeling and detailed
sentiment-based analysis.

Exploratory Data Analysis (EDA)

The EDA phase began with the creation of a word cloud to visualize the most
frequently occurring words in the Easycash user reviews, shown in figure 2.
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Word Cloud of Most Frequent Words

The word cloud generated from Easycash user reviews highlights key themes
and recurring words, providing a visual summary of user sentiments and
concerns. Prominent words such as "sangat," "bantu," and "cepat" suggest that
many users appreciate the helpfulness and speed of the service, indicating
positive experiences with the application’s efficiency in processing loans. The
words "mudah" and "proses" further reinforce this theme, suggesting that users
find the loan application process straightforward. This positive feedback is
tempered by other words, like "tolak" and "jatuh tempo," which imply some
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dissatisfaction, particularly around issues of loan rejections and deadlines.

Additionally, the frequent mention of "data," "saya," and "hapus" suggests that
users may have concerns about data management and privacy, or issues with
account deletion. Terms like "tempo," "bunga," and "lunas" reflect user focus on
repayment terms, interest rates, and loan clearance, indicating that financial
terms are a significant aspect of the user experience. Phrases such as "terima
kasih" (thank you) and "sangat baik" (very good) also appear, signaling gratitude
and satisfaction from certain users. Conversely, words like "tidak" and "lagi"
could imply frustrations, as they often appear in contexts where users express
what they are unable to do or what they choose not to repeat. Overall, this word
cloud reveals a mix of positive experiences with ease of use and service speed,
balanced with concerns around loan rejections, data handling, and repayment
terms. To further quantify the importance of specific terms, a bar plot of term
frequencies was generated, shown in figure 3.
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The bar chart displays the 20 most common words in Easycash user reviews
after removing stopwords, revealing key themes and user concerns. The words
“saya” (l) and “di” (at/in) are among the most frequent, suggesting that users
often reference their personal experiences or specific contexts within their
feedback. High frequencies of words like “sangat” (very), “bantu” (help), and
“bagus” (good) indicate common expressions of satisfaction, highlighting
positive aspects of the service. This also implies that users frequently
emphasize the degree of their experiences, whether positive or negative.

On the other hand, words such as “pinjam” (borrow), “limit,” “tidak” (not), and
“bayar” (pay) point to transactional aspects of the application that users discuss
most often. The presence of “limit” and “tidak” suggests concerns or issues
related to borrowing limits or limitations in the service, while “bayar” emphasizes
payment-related discussions. The prevalence of terms related to transactions,
assistance, and functionality underscores the practical concerns users express
in their reviews, indicating areas for potential improvement, such as lending
limits and application usability. This analysis offers insights into the primary
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focus areas of user feedback and can guide future service enhancements.

By combining the word cloud and bar plot, the EDA phase provided a solid
foundation for understanding user priorities and recurring topics in the reviews.
These visualizations offered valuable context for interpreting the results of
subsequent topic modeling and sentiment analysis. Specifically, they
highlighted core themes that might align with different sentiment categories and
topics, helping to inform the analytical steps that followed in identifying key
service improvement areas for Easycash.

Topic Modeling using LDA

The topic modeling phase used Latent Dirichlet Allocation (LDA) to uncover key
themes within the Easycash user reviews. To determine the optimal number of
topics, hyperparameter tuning was conducted by testing various topic counts
and evaluating their coherence scores. This step ensured that the chosen
number of topics offered a meaningful balance between interpretability and
comprehensiveness. Coherence scores served as an indicator of topic quality,
reflecting how well the identified terms within each topic aligned semantically.
By maximizing coherence scores, the model captured well-defined topics that
minimized redundancy and enhanced interpretability. Algorithm 1 outlines the
process of topic modeling using Latent Dirichlet Allocation (LDA) to uncover
dominant themes within user reviews. This algorithm involves determining the
optimal number of topics through coherence score evaluation, training the final
LDA model on the TF-IDF matrix, and assigning each review to its most
representative topic. The pseudocode also details the extraction, labeling, and
interpretation of topics, providing a structured overview of how recurring themes
were identified and analyzed from the user feedback dataset.

Topic Modeling Using Latent Dirichlet Allocation (LDA)

Data Preparation

+ Load the preprocessed dataset D = {ry,1;, ..., 7y}, where each r;represents a
cleaned and tokenized user review.

+ Build the vocabulary V = {w;,w,, ..., wy, }consisting of all unique words from D.

* Generate a TF-IDF matrix X € RV*™, where each element x; ;denotes the TF-IDF
weight of word w;in document ;.

Hyperparameter Tuning for Optimal Topic Count
+ Define a set of candidate topic numbers K = {5,10,15,20,25}.
* Foreach k € K:

— Initialize an LDA model LDA, with ktopics.

— Fit the model: LDA,, « fit(X).

— Compute the topic coherence score Cusing:

Cr = LZteTk Coherence(t),
Tkl

where T, represents the set of topics for model LDA;, and
Coherence(t)measures semantic similarity among top words within topic ¢.
+ Select the optimal number of topics k* = arg max ¢, (Ci), corresponding to the
model with the highest coherence score.

Model Training with Optimal Parameters
« Initialize the final LDA model: LDA" = LDA(k = k*).
« Train the model using the TF-IDF matrix: LDA" « fit(X).
+ For each document r;:
— Compute the topic probability distribution:

0; = [p(ty | 1), p(t2 | 1), o, D(Ei | 1]
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— Assign the primary topic to the document:
t; = arg max.; p(t; | 1y).
« Store the document-topic mapping Dy = {(1;, t;)}%,.

Topic Extraction and Representation
* For each topic t; € {1,2, ..., k"}:
— Retrieve the top nmost representative words:
W; = TopWords(t;, n) = {wj1, Wjz, -.., Wjn}.
— Calculate the topic-word distribution:
d;jw=p(Wwlt)forallweW,.
+ Output the complete list of topics:
T ={(t, Vl/j"pj)};il-

Topic Labeling and Interpretation
* For each topic t; € T™:
— Review the top associated words W;.
— Assign a human-readable label L;based on semantic relevance.
Examples:
* If Wjcontains {“interest”, “
“Interest and Payment Issues”.
* If Wjcontains {“service”, “response”, “support”’} — L; = “Customer Service”.
* If Wjcontains {easy”, “fast”, “simple”} — L; = “Ease of Use”.
« Save the labeled topics as T}, = {(¢;, L), Wj)}j?;l.

payment”, “fee”} — L; =

Evaluation and Visualization

+ Visualize coherence scores across topic counts by plotting C,versus kto confirm
the optimal k™.

* Generate word clouds or bar plots for each topic t;to illustrate the most frequent
and influential words.

+ Calculate topic proportions across all documents to identify the most prevalent
themes.

+ Summarize findings by highlighting key labeled topics L;that reflect recurring user
feedback patterns.

End.

After selecting the optimal number of topics, the LDA model was applied to the
TF-IDF matrix created from the preprocessed text data. Each review in the
dataset was assigned a primary topic based on the model’s output, which
represented the most prominent theme associated with that review. This
process transformed the textual data into a set of distinct topics, each
representing a collection of terms frequently mentioned together in user
feedback. The LDA model allowed for the identification of underlying patterns in
the reviews, providing a structured understanding of recurring themes within the
user feedback on Easycash services.

The final step involved topic labeling, where each topic was manually
interpreted based on its most prominent terms. By examining the top words
associated with each topic, meaningful labels were assigned to reflect the main
themes in user concerns and experiences. For example, topics that included
terms such as “bunga” (interest) and “bayar” (pay) were labeled as relating to
interest rates and fees, while topics featuring words like “layanan” (service) and
“respon” (response) were categorized under customer service. These labeled
topics provided clear and interpretable insights into the areas of Easycash that
users discussed most frequently, forming the basis for understanding key
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service improvement areas.

Sentiment Analysis Results

The sentiment analysis of Easycash user reviews revealed insights into the
overall user satisfaction with the platform, categorized as positive, neutral, or
negative. A temporal analysis of sentiment distribution (shown in )
highlighted trends over time, with positive reviews consistently dominating the
feedback throughout the year. Neutral sentiments followed, while negative
sentiments remained significantly lower in comparison. This distribution
suggests that the majority of users expressed a generally positive outlook on
their experience with Easycash, although the presence of neutral and negative
sentiments indicates room for improvement in certain areas.

Sentiment Distribution Over Time
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The line graph illustrates the distribution of review sentiments (positive, neutral,
and negative) over time for Easycash user reviews. The green line, representing
positive sentiment, dominates throughout the timeline, with a noticeable dip in
early 2024, followed by a gradual increase until mid-year. This fluctuation in
positive reviews might reflect changes in user satisfaction due to service
updates, promotional activities, or seasonal trends affecting user experiences.
The orange line indicates neutral sentiment, which remains relatively stable with
minor variations over time. This stability suggests that a consistent portion of
users perceived the service as adequate but not exceptional, likely influenced
by factors that neither significantly enhanced nor detracted from their
experience. Negative sentiments, represented by the blue line, remain
consistently low, indicating a smaller subset of users expressing dissatisfaction.
The steadiness of negative sentiment over time implies that significant service
issues are not pervasive but may reflect isolated or individual user concerns.
Overall, the sentiment distribution over time highlights an overall positive user
experience with periodic fluctuations that could be explored further to identify
potential service improvement opportunities.
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To accurately classify user sentiments, three machine learning algorithms—
Naive Bayes, K-Nearest Neighbors (KNN), and XGBoost—were implemented
and evaluated using precision, recall, and F1-score metrics. Each model’s
performance was measured on the labeled Easycash dataset to determine its
effectiveness in detecting sentiment polarity across reviews.

As summarized in , XGBoost achieved the highest overall performance,
with a precision of 0.9716, recall of 0.9720, and an F1-score of 0.9709. These
results indicate XGBoost’s strong ability to accurately identify sentiment classes
with minimal misclassification. Naive Bayes and KNN also produced
respectable results, recording F1-scores of 0.9295 and 0.9204, respectively,
though both fell slightly short of XGBoost’s precision and recall metrics.

Performance Comparison of Sentiment Classification Models

Model Precision Recall Fl- Interpretation
Score
XGBoost 09716 09720 0.9709 A.chleved.the highest accuracy and 'balance across metrics;
highly reliable for sentiment detection.
Naive Bayes 09334 0.9260 0.9295 Strong baseline performance; slightly lower precision
compared to XGBoost.
K-Nearest Performs adequately but less consistent across sentiment
Neighbors (KNN) 0.9240 0.9170 09204 categories.

Note. Metrics are averaged over k-fold cross-validation to ensure consistency
and minimize evaluation bias.

The comparative results confirm XGBoost as the most effective classifier for
sentiment analysis in this dataset. lts superior precision and recall values
indicate that the model effectively captures linguistic nuances in user-generated
text, particularly in multi-class sentiment settings. In contrast, Naive Bayes,
though computationally efficient, demonstrated a slightly lower precision,
reflecting occasional misclassifications in context-dependent reviews. KNN,
while performing competitively, relies on distance-based similarity and may
struggle with high-dimensional text representations, accounting for its
marginally lower accuracy.

The high overall performance of all three models confirms that user sentiments
within Easycash reviews can be reliably detected through supervised learning.
However, XGBoost’s gradient-boosting approach provides an additional edge
by effectively minimizing classification errors and adapting to complex linguistic
patterns present in user feedback. This superior performance underscores
XGBoost’s suitability for large-scale sentiment analysis tasks in financial
technology applications, where precision and contextual understanding are
essential for accurately interpreting user satisfaction and guiding service
improvements.

Topic Modeling Results

The topic modeling analysis, conducted using Latent Dirichlet Allocation (LDA),
identified five main topics within the Easycash user reviews. Each topic was
labeled based on its most prominent terms, providing insights into recurring
themes in user feedback. For instance, Topic 1, associated with terms such as
"mantap" (great), "limit," "pinjam" (borrow), and "bayar" (pay), was labeled as
Loan Limits and Repayment. This topic reflects users’ positive remarks about
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borrowing limits and repayment flexibility. Topic 2, which includes words like
"terimakasih" (thank you), "puas" (satisfied), and "keren" (cool), was labeled as
Customer Gratitude and Satisfaction, indicating high satisfaction among users
regarding Easycash's assistance during financial needs.

Additional topics provided further insights into the user experience. Topic 3,
featuring terms such as "cepat" (fast), "mudah" (easy), and "bunga" (interest),
highlighted aspects of the Loan Application Process and Interest Rates. This
topic suggests that while users appreciate the ease of the loan application
process, there may be mixed sentiments about the associated interest rates.
Topic 4, with prominent terms like "bagus" (good), "respon" (response), and
"aplikasi" (application), focused on App Quality and Customer Service. This
topic pointed to positive user experiences with the app's responsiveness and
quality, yet it also underscored areas for potential improvement in customer
service interactions. Lastly, Topic 5 included terms such as "baik" (good),
"data," and "hapus" (delete), and was labeled Data Management and Account
Issues, suggesting that users encountered challenges with account-related
issues and data handling. The analysis of topic distribution by sentiment, as
visualized in figure 5, revealed how different topics correlated with positive,
neutral, and negative sentiments.

Topic Distribution by Sentiment
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The bar chart above illustrates the distribution of review sentiments (positive,
neutral, and negative) across five distinct topics identified from Easycash user
reviews. Each topic is represented by a grouped bar, with colors indicating
sentiment classifications. Topic 0 has the highest volume of reviews,
encompassing a substantial portion of negative sentiment. This likely points to
a prevalent issue affecting user satisfaction, such as high interest rates or
application difficulties, which may have led to increased dissatisfaction. Positive
sentiment is also present within Topic 0, suggesting some users still found
favorable aspects even when critical issues were raised. Other topics, such as
Topic 2 and Topic 4, show a more balanced sentiment distribution, with a
prominent amount of positive feedback. This pattern indicates areas where
Easycash is performing well, potentially reflecting efficient customer service or
the app’s ease of use. Topics with a higher proportion of positive sentiment
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provide insights into strengths that could be emphasized or built upon to
improve overall user satisfaction.

These results underscore the importance of each topic in shaping user
perceptions of Easycash’s services. Topics with a high proportion of positive
sentiment, such as those reflecting satisfaction with customer service or loan
accessibility, highlight aspects of the service that resonate well with users.
Conversely, topics with significant neutral or negative sentiment, particularly
those related to interest rates and data management, point to areas where
Easycash could focus its service improvement efforts. The sentiment
distribution across these topics provides a nuanced understanding of user
experiences, revealing both strengths and areas for enhancement in
Easycash's digital finance offerings.

Discussion

The topic modeling results offered a detailed view of user feedback on
Easycash, revealing both positive and negative themes associated with the
service. For instance, the Loan Limits and Repayment topic, which included
terms like "mantap" (great) and "limit," demonstrated users' satisfaction with
borrowing limits and the ease of repayment options. Reviews in this category
generally praised Easycash for providing accessible loan amounts that align
with users' financial needs. In contrast, the Interest Rates topic, which involved
terms like "bunga" (interest) and "bayar" (pay), reflected a mix of sentiments.
While some users appreciated the speed and convenience of the loan process,
others expressed concerns about high interest rates, suggesting that fees
associated with loans could be a point of dissatisfaction.

Further analysis of the Customer Service topic, which included terms such as
"respon" (response) and "layanan" (service), highlighted mixed experiences
with Easycash's customer support. Positive reviews commended the
responsiveness and helpfulness of the support team, particularly during urgent
financial situations. However, some users reported delays or unhelpful
responses, indicating that improvements in customer service could enhance
overall user satisfaction. This topic underscores the importance of maintaining
efficient and empathetic customer support, as timely and effective
communication significantly influences user perceptions of the service.

The Data Management and Account Issues topic, identified by terms like "data,"
"hapus" (delete), and "baik" (good), pointed to challenges related to account
handling and data security. Reviews in this category often mentioned issues
with account setup, data privacy, or the process of account deletion. While some
users appreciated the app's security measures, others expressed concerns
about data handling practices. This topic highlights the need for Easycash to
reinforce its data security protocols and streamline account management
processes to build trust and confidence among users.

In addition to interpreting the content of these topics, the study examined
correlations between topics and average user scores to understand how
specific issues influence overall satisfaction. Topics related to loan accessibility
and quick processing generally correlated with higher scores, indicating that
users value the convenience and efficiency of Easycash's loan services.
Conversely, topics associated with high interest rates or customer service
challenges often received lower scores, suggesting that these aspects may
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negatively impact user satisfaction. This correlation analysis helps to identify
which areas are most crucial for Easycash to prioritize for improvement.

Lastly, a temporal analysis of topic trends revealed fluctuations in the
prominence of certain issues over time ( )
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The line graph above presents the distribution of topics over time, showing how
each topic fluctuates across different periods. Notably, Topic 0 has a recurring
presence, with a noticeable peak early on, suggesting persistent issues or
concerns related to this topic that consistently attract user attention. The decline
in mentions of Topic O towards the end of the timeline may indicate
improvements in the areas it represents or a shift in user focus to other aspects
of the service. Topics 2 and 4 show similar patterns, with a steady rise around
April, which could correspond to specific events or updates that heightened user
interest or satisfaction. The periodic dips and peaks across all topics reflect
possible changes in service features, promotions, or seasonal influences
impacting user experiences.

Overall, this temporal analysis highlights patterns in user feedback and can help
Easycash pinpoint periods where particular topics are emphasized, thereby
enabling targeted improvements during high-activity periods. Understanding
these trends over time is crucial for identifying areas requiring continuous
attention versus those that vary due to external factors or user demographics.
These findings provide actionable insights into user expectations and
satisfaction, highlighting areas where Easycash can make targeted
improvements to enhance its digital finance services.

The analysis of topic distributions by sentiment, provides insights into the
general sentiment associated with each topic identified through the LDA model.
Topics such as Loan Limits and Repayment (Topic 0) are predominantly linked
with positive sentiment, indicating users’ satisfaction with borrowing limits and
repayment terms. However, this topic also includes a significant portion of
negative sentiment, suggesting that some users may experience issues despite
the generally positive feedback. Other topics, like Interest Rates and Customer
Service, show a more balanced distribution of sentiments, with notable
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proportions of neutral and negative feedback. This sentiment analysis by topic
helps identify areas where Easycash can focus on enhancing user satisfaction.

The temporal analysis of topic trends, highlights how the prominence of specific
topics fluctuates over time. For example, Customer Service issues appear to
spike periodically, possibly reflecting increased user interaction during
promotional events or app updates. Similarly, concerns about Interest Rates
tend to show higher prominence at the start of financial quarters, indicating that
users are particularly sensitive to fee structures during these periods. This
temporal trend analysis is valuable for Easycash as it enables the company to
anticipate periods when certain topics are more likely to surface in user
feedback, allowing for proactive service improvements.

Additionally, the relationship between word count and sentiment, as illustrated
in the third visualization, reveals interesting patterns in how review length
correlates with expressed sentiment. Negative reviews tend to have a higher
median word count, indicating that dissatisfied users often provide more
detailed feedback. This suggests that negative experiences may prompt users
to elaborate on their issues, potentially due to frustration or a desire to provide
constructive criticism. In contrast, positive and neutral reviews are generally
shorter, which may indicate a straightforward or concise expression of
satisfaction or ambivalence. Understanding this relationship helps Easycash
prioritize longer, detailed reviews in its analysis, as these reviews are likely to
contain specific insights into user pain points.

This visualization-driven analysis highlights the significant insights gained by
examining sentiment, temporal trends, and review length in conjunction with
topic modeling results. By integrating these perspectives, Easycash can identify
not only what users are discussing but also when and how these discussions
evolve over time. For instance, identifying recurring customer service issues
during peak usage times can prompt Easycash to allocate more resources to
customer support during these periods, thereby potentially reducing negative
feedback.

This study identified several key topics within Easycash user reviews using
Latent Dirichlet Allocation (LDA) and assessed the associated sentiments to
understand user satisfaction. The primary topics included Loan Limits and
Repayment, Interest Rates, Customer Service, and Data Management and
Account Issues. Sentiment analysis revealed that users generally expressed
positive sentiments towards Easycash's loan accessibility and repayment
options. However, topics related to high interest rates and customer service
challenges often attracted neutral or negative sentiments, indicating that these
areas may detract from overall user satisfaction. These findings highlight
specific aspects of the service that influence user perceptions and satisfaction.

The insights from this analysis suggest actionable steps for Easycash to
improve user satisfaction. For example, the prevalence of negative sentiments
related to Interest Rates indicates that users may perceive the rates as high,
which could discourage continued use of the service. Reducing interest rates or
offering more transparent fee structures could enhance trust and improve user
retention. Additionally, the analysis showed that Customer Service issues, such
as delayed responses, impact user satisfaction. Strengthening the customer
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support system with faster response times and more effective issue resolution
could significantly enhance the user experience. Simplifying the loan application
process further would likely boost positive sentiment and attract new users by
making the platform more user-friendly and accessible.

While this study provided valuable insights, it faced certain limitations. The LDA
model, while effective in identifying topics, sometimes grouped disparate
sentiments under the same topic, which made interpretation challenging.
Additionally, the model may not fully capture the nuances of colloquial language,
especially in Bahasa Indonesia, where slang and regional dialects vary widely.
Sentiment analysis based solely on polarity (positive, neutral, negative) lacks
the depth to capture subtler emotional tones, such as frustration or enthusiasm,
which could provide more detailed insights into user experiences. Addressing
these limitations could improve the accuracy and depth of future analyses.

Future research could build on this study by integrating more advanced
sentiment analysis tools, such as emotion detection or aspect-based sentiment
analysis, to capture a broader range of emotional responses. These tools could
offer deeper insights into specific aspects of the service that elicit strong
emotions, such as user trust or frustration. Additionally, applying these methods
to user reviews from other fintech applications could provide a comparative
perspective, enabling Easycash to benchmark its services against competitors.
Such comparative studies would reveal broader trends in user expectations
across the digital finance sector, guiding strategic improvements.
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