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ABSTRACT 

This study investigates the determinants of loan approval decisions using a Logistic 

Regression approach based on applicants’ financial and employment characteristics. 

The dataset consists of key predictors, including income, credit score, loan amount, 

years employed, and points, which were analyzed to assess their influence on loan 

approval outcomes. Data preprocessing was conducted through z-score 

normalization, and the dataset was divided into training (80%) and testing (20%) 

subsets. The Logistic Regression model demonstrated exceptional predictive 

performance, achieving perfect values across all evaluation metrics, including 

Accuracy (1.000), Precision (1.000), Recall (1.000), F1-score (1.000), and ROC-AUC 

(1.000). These results indicate that the model was able to perfectly distinguish 

between approved and rejected loan applications. Further examination of model 

coefficients and odds ratios revealed that credit score and points were the most 

significant predictors positively influencing loan approval probability, while loan 

amount exhibited a negative relationship. The findings emphasize that 

creditworthiness and institutional scoring systems play a dominant role in financial 

decision-making, whereas income and employment history have a moderate but 

supportive influence. Although the model’s perfect performance highlights strong 

predictive capability, it may also reflect a highly structured or synthetic dataset, 

suggesting the need for validation using larger and more diverse samples. The study 

contributes to the growing literature on data-driven financial analytics by 

demonstrating that Logistic Regression remains a powerful and interpretable tool for 

assessing credit risk and improving loan approval transparency. 

Keywords Loan Approval Prediction, Logistic Regression, Credit Score Analysis, 

Financial Decision-Making, Odds Ratio Interpretation 

INTRODUCTION 

In the era of digital transformation, the financial services industry has 

experienced a fundamental shift toward automation, data-driven 

analytics, and algorithmic decision-making [1]. One of the most 

significant applications of predictive analytics in this transformation is 

loan approval prediction, which aims to determine whether a credit 

applicant is eligible to receive financing based on various financial and 

employment characteristics [2]. Accurate and objective loan approval 

decisions are essential to maintaining financial stability, minimizing credit 

risk, and promoting fairness in lending practices [3].  

With the growing availability of large-scale financial datasets, predictive 

modeling techniques have become vital tools for identifying risk patterns, 
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enhancing decision accuracy, and improving the overall efficiency of 

credit evaluation systems. 

Traditionally, loan approval processes were conducted manually, relying 

heavily on subjective evaluations of applicants’ income levels, 

employment history, collateral, and personal references. However, as the 

volume and complexity of credit applications have increased, manual 

assessments have proven to be inefficient and inconsistent. Financial 

institutions have therefore shifted toward automated predictive systems 

that leverage statistical and machine learning models to make consistent, 

data-informed lending decisions. Among the various models used, 

Logistic Regression remains one of the most widely adopted due to its 

interpretability, computational simplicity, and strong theoretical 

foundation. Unlike complex black-box algorithms, Logistic Regression 

allows decision-makers to understand how each predictor contributes to 

the likelihood of loan approval, which is crucial for maintaining 

transparency and regulatory compliance in financial operations. 

In the context of loan approval modeling, Logistic Regression predicts the 

probability that a loan application will be approved based on several 

independent variables that represent financial capacity, credit reliability, 

and employment stability. These variables typically include income, credit 

score, loan amount, years employed, and points, which together describe 

both the financial strength and behavioral characteristics of the applicant. 

By analyzing these predictors, institutions can identify which factors most 

strongly influence approval outcomes and adjust their risk management 

strategies accordingly. Furthermore, Logistic Regression provides 

interpretable results through the estimation of odds ratios, which 

measure how changes in a specific variable affect the probability of loan 

approval when all other variables are held constant. 

The findings of loan approval analysis using Logistic Regression provide 

valuable insights into the underlying factors that drive financial decision-

making. Higher credit scores and institutional evaluation points generally 

indicate stronger creditworthiness, while larger loan amounts may signal 

higher risk. Income and employment duration contribute additional 

context by reflecting an applicant’s long-term financial stability and 

repayment capability. Through the combination of these variables, the 

Logistic Regression model enables institutions to establish systematic 

and evidence-based lending criteria. Such an approach not only 

improves accuracy but also enhances accountability and fairness in loan 

approval processes. 

The main objective of this study is to develop and evaluate a Logistic 

Regression model that predicts loan approval outcomes based on 

financial and employment data. Specifically, this research seeks to 

identify the most significant predictors influencing loan approval 

decisions, to interpret their impact through coefficient and odds ratio 
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analysis, and to assess model performance using established 

classification metrics, including Accuracy, Precision, Recall, F1-score, 

and ROC-AUC. By achieving these objectives, this study aims to 

demonstrate the effectiveness of Logistic Regression as a transparent 

and reliable analytical framework for understanding credit approval 

patterns. Ultimately, the findings are expected to provide both theoretical 

insights and practical implications that can guide financial institutions in 

building fairer, more efficient, and data-driven credit evaluation systems. 

Literature Review 

Loan approval represents a fundamental process in financial decision-

making, where lenders assess an applicant’s creditworthiness before 

extending credit. The primary objective of this process is to minimize 

default risk while ensuring that credit is distributed fairly and efficiently. 

Traditional credit evaluations relied heavily on manual assessments, 

incorporating both qualitative and quantitative factors such as income 

stability, employment duration, debt-to-income ratio, and collateral value. 

However, as financial data became increasingly complex and abundant, 

manual decision-making proved insufficient to ensure consistency, 

fairness, and scalability. The evolution of data-driven decision systems 

has enabled financial institutions to implement automated credit scoring 

models that use historical data to predict future repayment behavior. 

Credit evaluation is now primarily based on measurable indicators such 

as credit score, income level, employment status, and loan amount 

requested. These indicators allow institutions to establish clear, 

evidence-based lending criteria. The transition toward predictive 

analytics in loan approval has not only improved accuracy and efficiency 

but also supported the financial industry’s goals of transparency, 

accountability, and regulatory compliance. 

Logistic Regression has long been recognized as one of the most 

important and interpretable techniques in credit scoring and loan 

approval prediction. It models the probability of an event such as loan 

approval, based on a set of independent variables representing the 

applicant’s financial and demographic characteristics. Its key strength 

lies in interpretability: each model coefficient indicates the direction and 

magnitude of influence that a specific feature has on approval probability. 

Moreover, converting coefficients into odds ratios enables decision-

makers to understand how changes in a variable affect the likelihood of 

approval while controlling for other factors. Unlike black-box algorithms 

such as Neural Networks or Gradient Boosting, Logistic Regression 

offers clarity and transparency, making it suitable for regulated financial 

environments where decisions must be explainable. Additionally, its 

statistical foundation provides robustness and simplicity, allowing easy 

implementation in both academic and industrial applications. Despite the 

growing popularity of machine learning algorithms such as Random 

Forest and XGBoost, Logistic Regression continues to be a benchmark 
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model in credit risk analysis due to its theoretical soundness, practical 

interpretability, and stable performance across diverse datasets. 

Numerous prior studies have explored the use of Logistic Regression and 

other machine learning methods for loan approval prediction and credit 

risk assessment. Early foundational work by Thomas et al. emphasized 

the role of Logistic Regression in consumer credit scoring, identifying 

credit history, income, and repayment behavior as primary predictors of 

loan outcomes [4]. Similarly, Hand and Henley discussed the importance 

of statistical transparency in credit evaluation and argued that Logistic 

Regression remains preferable for regulated financial contexts because 

of its interpretability [5]. 

Building upon these foundations, Crook et al. analyzed large consumer 

datasets and concluded that Logistic Regression performs competitively 

compared to more advanced classification models [6]. Anderson further 

highlighted that Logistic Regression offers the optimal balance between 

accuracy and interpretability in credit scoring, enabling lenders to explain 

decisions clearly to both regulators and customers [7]. 

In comparative studies, Brown and Mues benchmarked Logistic 

Regression against Neural Networks and Decision Trees for consumer 

credit scoring [8]. Their results showed that although complex models 

can slightly outperform Logistic Regression in raw accuracy, the latter 

remains superior in model transparency and regulatory compliance. 

Similarly, Lessmann et al. conducted an extensive evaluation of 41 

classification algorithms and confirmed that Logistic Regression 

consistently achieves robust predictive performance with minimal 

overfitting risk [9]. 

Recent research has expanded the application of Logistic Regression 

into hybrid and ensemble frameworks. Abdou and Pointon combined 

Logistic Regression with neural models to improve credit scoring 

efficiency, while Harris used Logistic Regression in conjunction with 

Support Vector Machines to predict loan defaults more effectively 

[10],[11]. Bastani et al. demonstrated that integrating behavioral and 

demographic features into Logistic Regression models enhances their 

discriminatory power without sacrificing interpretability [12]. 

Several studies have also investigated the role of explainability and 

fairness in automated credit decisions. Hand emphasized that while 

advanced algorithms such as Gradient Boosting Machines and Deep 

Learning achieve high predictive accuracy, their lack of transparency can 

undermine public trust in financial institutions [13]. Similarly, Martens et 

al. and Ribeiro et al. argued that explainable models like Logistic 

Regression are essential for ensuring accountability and compliance with 

financial regulations [14],[15]. Zhang et al. examined fairness-aware 

Logistic Regression models and found that they can maintain predictive 

performance while reducing bias against protected groups [16]. 
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Beyond credit scoring, Logistic Regression has also been applied to 

broader financial domains such as bankruptcy prediction, loan default 

estimation, and risk forecasting. Altman showed that Logistic Regression 

performs reliably in predicting corporate financial distress, while Yap et 

al. demonstrated its applicability in assessing small business lending risk 

[17],[18]. Serrano-Cinca and Gutiérrez-Nieto expanded its use to peer-

to-peer lending environments, concluding that Logistic Regression 

effectively captures borrower risk patterns even in decentralized financial 

systems [19]. 

Collectively, these studies confirm that Logistic Regression remains a 

fundamental approach for credit evaluation and loan approval prediction. 

Despite the emergence of more sophisticated machine learning 

techniques, its interpretability, simplicity, and regulatory alignment 

continue to make it one of the most preferred analytical tools for financial 

decision-making. 

From the reviewed literature, several insights can be drawn. First, credit 

score, income, and behavioral indicators consistently emerge as the 

strongest predictors of loan approval. Second, Logistic Regression 

remains the most widely used model in the domain of credit scoring, 

primarily due to its ability to provide interpretable, transparent, and 

statistically grounded results. Third, while complex algorithms such as 

Random Forests and Neural Networks may offer slight improvements in 

predictive accuracy, they often do so at the cost of interpretability and 

explainability, which are critical in financial regulation and compliance 

contexts. 

This study builds upon these existing findings by developing a Logistic 

Regression model that integrates key financial and employment 

variables, including income, credit score, loan amount, years employed, 

and points, to analyze their collective impact on loan approval decisions. 

The model’s outcomes are interpreted through coefficient and odds ratio 

analysis, which contributes to both the academic understanding of 

predictive modeling and practical financial decision-making processes. 

Methods 

This study employs a quantitative research design using a predictive 

modeling approach to analyze the determinants of loan approval 

decisions. The analysis applies Logistic Regression as the primary 

statistical technique to estimate the probability of a loan application being 

approved based on applicants’ financial and employment-related 

characteristics. Logistic Regression was chosen because it provides not 

only high predictive accuracy but also interpretability, allowing each 

predictor variable to be directly associated with the likelihood of loan 

approval. The methodological process consists of several interconnected 

stages, including data collection, preprocessing, model development, 

and evaluation. 
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Figure 1 Research Step 

The dataset used in this research contains 2,000 records representing 

individual loan applicants, each described by eight attributes: name, city, 

income, credit score, loan amount, years employed, points, and loan 

approved. The target variable, loan approved, is binary, where the value 

of 1 indicates approval and 0 indicates rejection. The independent 

variables reflect key financial and behavioral characteristics. Income 

measures the financial capacity of applicants, credit score represents 

creditworthiness, loan amount captures the magnitude of the requested 

credit, years employed denotes employment stability, and points 

summarize the internal institutional assessment of applicants. These 

variables collectively represent both financial reliability and behavioral 

trustworthiness, which are central to credit risk assessment [20], [21]. 

Before model construction, several data preprocessing procedures were 

performed to ensure the quality and consistency of the dataset. The data 

were first examined for missing or duplicate values, and no such 

irregularities were found [22], [23]. Next, categorical data were encoded 

numerically, and the target variable was converted into binary form (1 = 

approved, 0 = rejected) to enable supervised classification. To ensure 

that all features contributed proportionally to the model, all numerical 

attributes were normalized using z-score standardization, calculated as: 

𝑍 =
𝑋 − 𝜇

𝜎
 (1) 

𝑋 Represents the original value, 𝜇 is the mean, and 𝜎 is the standard 

deviation of the variable. This normalization step ensures that variables 

with different scales, such as income and loan amount, do not dominate 

the model. After preprocessing, the dataset was randomly divided into 

training (80%) and testing (20%) subsets. The training data were used to 

estimate the model parameters, while the testing data were employed to 

evaluate model generalization and predictive performance [24], [25]. 

The Logistic Regression model was then developed to predict the 

probability that a loan application would be approved. The model 

assumes that the log-odds of the dependent variable are a linear 
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combination of the independent variables. The general form of the 

Logistic Regression function is expressed as [20]: 

𝐼𝑛 (
𝑃

1 − 𝑃
) = 𝛽0 + 𝛽1𝛸1 + 𝛽2𝛸2 + ⋯ + 𝛽𝑛𝛸𝑛 (2) 

𝑃 denotes the probability of loan approval, 𝛽0 is the intercept, and 𝛽1 are 

the coefficients corresponding to the independent variables 𝛸1. The 

logistic transformation converts these log-odds into a probability value 

between 0 and 1 using the sigmoid function: 

𝑃(𝐿𝑜𝑎𝑛 𝐴𝑝𝑝𝑟𝑜𝑣𝑒𝑑) =
1

1 + 𝑒−(𝛽0+𝛽1𝛸1+𝛽2𝛸2+⋯+𝛽𝑛𝛸𝑛)
 (3) 

The coefficients (𝛽1) were estimated using the Maximum Likelihood 

Estimation (MLE) method, which seeks to find the set of parameters that 

maximizes the likelihood of observing the given outcomes. To prevent 

overfitting and improve model stability, L2 regularization (Ridge penalty) 

was applied during parameter optimization. Once the model was fitted, 

the resulting coefficients were exponentiated to obtain odds ratios, which 

quantify the change in the odds of loan approval for each one-unit 

increase in the predictor variable, holding all other variables constant 

[26], [27]. 

Model performance was assessed using several standard evaluation 

metrics, including Accuracy, Precision, Recall, F1-score, and ROC-AUC 

(Receiver Operating Characteristic – Area Under the Curve). Accuracy 

measures the overall correctness of the model’s classifications, while 

Precision indicates how many of the predicted approvals were actually 

correct. Recall measures the proportion of correctly identified approved 

loans out of all actual approvals, and the F1-score provides a harmonic 

mean of Precision and Recall to balance the trade-off between false 

positives and false negatives. ROC-AUC, on the other hand, evaluates 

the overall discriminative power of the model by plotting the true positive 

rate against the false positive rate at various threshold settings [28], [29]. 

In addition to numerical metrics, visual diagnostics were also used to 

provide qualitative insights into model performance. The ROC Curve was 

plotted to visualize the model’s ability to discriminate between approved 

and rejected loans, while the Confusion Matrix was constructed to 

summarize the classification results. These tools collectively help to 

assess how well the model performs in distinguishing between the two 

categories. 

All analyses were conducted using the Python programming language 

and its statistical libraries, including pandas, NumPy, scikit-learn, 

matplotlib, and seaborn. These tools were chosen for their robustness, 

efficiency, and reproducibility in handling large datasets and building 

machine learning models. The implementation followed a systematic 
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process comprising data preparation, model training, testing, evaluation, 

and interpretation. This methodological framework ensures that the 

results obtained are reliable, replicable, and transparent, providing a 

sound empirical basis for interpreting the influence of financial and 

employment characteristics on loan approval outcomes. 

Algorithm 1 Logistic Regression with L2 Regularization for Loan Approval Prediction 

Input: 

Dataset 𝐷 = {(𝑥𝑖 , 𝑦𝑖)}𝑖=1
𝑁 , with 𝑁 = 2000, 

where 𝑥𝑖 ∈ ℝ𝑑represents applicant features and 

𝑦𝑖 ∈ {0,1}indicates loan approval. 

Output: 

Optimal parameter vector 𝛽∗and evaluation metrics. 

Step 1: Data Preprocessing 

1. Feature Standardization 

Each numerical feature is normalized using Z-score: 

𝑥′ =
𝑥 − 𝜇

𝜎
 

 

2. Train–Test Split 

80% of the data is used for training and 20% for testing. 

Step 2: Logistic Regression Model 

The model estimates the probability of approval using: 

𝑃(𝑦 = 1 ∣ 𝑥) =
1

1 + 𝑒−𝑧
,where 𝑧 = 𝛽0 + 𝛽𝑇𝑥 

 

Step 3: Parameter Estimation with L2 Regularization 

Model parameters are obtained by maximizing the regularized log-likelihood: 

ℓ𝑟𝑒𝑔(𝛽) = ℓ(𝛽) − 𝜆 ∥ 𝛽 ∥2 

 

The optimal parameters are: 

𝛽∗ = arg max 
𝛽

ℓ𝑟𝑒𝑔(𝛽) 

 

Step 4: Classification Rule 

𝑦̂ = {
1 if 𝑃(𝑦 = 1 ∣ 𝑥) ≥ 0.5

0 otherwise
 

 

Step 5: Model Evaluation 

Performance is measured using: 

• Accuracy 

• Precision 

• Recall 

• F1-score 

• ROC-AUC 

Result 

The Logistic Regression model was developed to predict the likelihood 

of loan approval based on applicants’ financial and employment 

characteristics, including income, credit score, loan amount, years 

employed, and points. Before model construction, data preprocessing 

was conducted to enhance accuracy and interpretability. All numerical 

predictors were standardized using z-score normalization to ensure that 

each variable contributed proportionally to the model and to prevent 

features with large numerical values, such as income and loan amount, 

from dominating the regression coefficients. The dataset was then 
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randomly divided into two subsets, consisting of 80% training data for 

model fitting and 20% testing data for performance evaluation. Logistic 

Regression was selected due to its interpretability and effectiveness in 

modeling binary classification problems such as loan approval decisions. 

The model parameters were estimated using the training subset to 

establish relationships between applicant attributes and the probability of 

loan approval. 

The model’s predictive performance was subsequently assessed on the 

testing subset using several widely accepted classification metrics, 

namely Accuracy, Precision, Recall, F1-score, and ROC-AUC. The 

results, summarized in table 1, indicate that all performance metrics 

achieved a perfect score of 1.000, suggesting that the model correctly 

classified every loan application without any misclassification. This 

implies that the independent variables in the dataset, particularly 

credit_score and points, were strong and reliable predictors of loan 

approval outcomes. The perfect performance also reflects the presence 

of clear separability between approved and rejected applications, 

meaning that the characteristics distinguishing the two groups were 

highly distinct. While this outcome demonstrates the model’s strong 

discriminative power, it may also indicate that the dataset is either 

exceptionally well-structured or synthetically generated, with minimal 

noise and overlap. Consequently, although the model performs perfectly 

within the current dataset, further validation using more diverse and 

realistic data is recommended to confirm its robustness and 

generalizability. 

Table 1 Model Performance Metrics 

Metric Value 

Accuracy 1.000 

Precision 1.000 

Recall 1.000 

F1-score 1.000 

ROC-AUC 1.000 

The ROC Curve presented in figure 2 confirms the exceptional 

performance of the Logistic Regression model. The curve rises steeply 

toward the upper left corner of the plot, representing an ideal 

classification result in which the model accurately distinguishes between 

approved and rejected loan applications. The Area Under the Curve 

(AUC) value of 1.000 indicates perfect discrimination, meaning that every 

approved application was correctly identified as approved and every 

rejected application was correctly classified as rejected. This 

demonstrates the complete absence of false positive and false negative 

classifications, reflecting a very high level of predictive precision and 

reliability. 
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Such a result is rarely observed in real financial datasets, where data 

often contain uncertainty, variability, and overlapping characteristics 

between applicants. The perfect ROC curve suggests that the 

independent variables, particularly credit_score and points, contain 

highly distinctive information that allows the model to form a clear and 

decisive classification boundary. In practical terms, this indicates that 

applicants with higher creditworthiness and greater evaluation points are 

consistently approved for loans, while those with weaker profiles are 

distinctly rejected. Although this finding highlights the strong 

discriminatory capability of the model, it may also imply that the dataset 

used is highly structured or exceptionally clean, which could limit the 

model’s generalizability to more complex or real-world financial 

environments. 

 
Figure 2 ROC Curve of Logistic Regression Model 

Further analysis was conducted on the confusion matrix, which is 

presented in table 2 and visualized in figure 3. The confusion matrix 

provides a detailed summary of the model’s classification outcomes by 

comparing predicted labels with actual observations. As shown, all 217 

rejected loan applications and 183 approved loan applications were 

correctly identified by the Logistic Regression model. This means that the 

model achieved a perfect alignment between predicted and actual 

results, reaffirming the absence of any misclassification. Both false 

positive and false negative values were equal to zero, confirming that the 

model successfully captured every decision pattern present in the 

dataset. 

This flawless outcome strengthens the conclusion that the selected 

predictors, such as credit_score, income, years_employed, and points, 

possess strong explanatory power in determining loan approval status. 

The confusion matrix visualization also illustrates a complete 

concentration of data points along the main diagonal, a clear indication 

of perfect predictive accuracy. In practice, such precision implies that the 

model consistently distinguishes eligible applicants from ineligible ones 

without error. However, it is important to note that this level of 

performance is highly uncommon in real-world financial data, where 

some degree of misclassification is typically inevitable. Therefore, the 
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results should be interpreted with caution and verified using additional 

validation methods or more complex and diverse datasets to ensure that 

the model maintains similar effectiveness under realistic conditions. 

Table 2 Confusion Matrix 

 Predicted: Rejected Predicted: Approved 

Actual: Rejected 217 0 

Actual: Approved 0 183 

 
Figure 3 Confusion Matrix of Logistic Regression Model 

To further interpret the behavior of the model, the coefficients of the 

Logistic Regression and their corresponding odds ratios were analyzed, 

as presented in table 3. This examination provides deeper insight into the 

relationship between each independent variable and the probability of 

loan approval. The odds ratio represents the magnitude of change in the 

likelihood of loan approval for every one-unit increase in a particular 

predictor variable while keeping all other variables constant. A value 

greater than one indicates that an increase in the variable is associated 

with a higher probability of loan approval, whereas a value less than one 

implies a decrease in the likelihood of approval. 

The results in table 3 show that variables such as points and credit_score 

have the highest odds ratios, suggesting that they are the most influential 

predictors in determining loan approval outcomes. This means that 

applicants with higher evaluation points and stronger credit scores have 

significantly greater chances of receiving loan approval. In contrast, 

loan_amount has an odds ratio below one, indicating an inverse 

relationship where larger loan requests reduce the probability of 

approval. The variables income and years_employed also show positive 

but relatively moderate effects, implying that financial stability and 

employment duration contribute to the decision process but are not as 

dominant as credit-based indicators. These findings collectively 

demonstrate that creditworthiness and institutional scoring play a critical 

role in shaping approval decisions within the modeled financial 

environment. 
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Figure 4 presents a visualization of the odds ratios for each predictor 

variable, illustrating the relative importance of each factor in influencing 

loan approval outcomes. The figure provides a clear depiction of how the 

likelihood of loan approval changes in response to variations in the 

independent variables. It can be clearly observed that points and credit 

score exhibit the highest odds ratios, reinforcing the earlier conclusion 

that these two variables are the most dominant determinants of approval 

decisions. Applicants who possess higher internal evaluation points and 

stronger credit histories have a substantially greater likelihood of 

receiving approval, indicating that both institutional scoring systems and 

creditworthiness play central roles in shaping lending outcomes. 

 

Figure 4 Feature Importance Based on Odds Ratio 

In contrast, the variable loan_amount shows an odds ratio value below 

one, which indicates a negative association with loan approval 

probability. This finding suggests that as the amount of money requested 

by an applicant increases, the probability of loan approval decreases. 

Such a pattern aligns with conventional lending practices, where larger 

loans are perceived as riskier and therefore subject to stricter evaluation 

criteria. Meanwhile, the variables income and years_employed 

demonstrate positive but comparatively smaller effects, implying that 

while financial stability and employment history contribute to approval 

likelihood, they are secondary to credit-based indicators in the decision-

making process. Overall, figure 4 provides an intuitive visual confirmation 

of the model’s analytical results, emphasizing that credit evaluation 

Table 3 Logistic Regression Coefficients and Odds Ratios 

Variable Coefficient Odds Ratio 

points +3.42 30.6 

credit_score +2.11 8.2 

income +0.85 2.3 

years_employed +0.41 1.5 

loan_amount –1.12 0.33 
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metrics are the most decisive factors in predicting loan approval within 

this dataset. 

The results reveal that Logistic Regression effectively models the 

relationship between credit-related variables and loan approval 

outcomes. The dominance of credit_score and points aligns with industry 

practices, where creditworthiness and institutional scoring systems are 

central to lending decisions. The perfect classification performance 

further suggests that the dataset is highly separable, possibly due to a 

clear demarcation between approved and rejected applicants. 

However, such flawless results may also indicate data overfitting or 

synthetic structuring of the dataset. While the model performs perfectly 

on test data, it may not generalize well to real-world cases where credit 

data often contains uncertainty and noise. Future studies should validate 

these findings using larger, more diverse datasets and test additional 

algorithms such as Random Forest, Support Vector Machines (SVM), or 

XGBoost for comparison. Furthermore, fairness evaluation could be 

incorporated to ensure the model remains unbiased across demographic 

or regional groups. 

Discussion 

The results of this study demonstrate that the Logistic Regression model 

achieved exceptional predictive performance in determining loan 

approval outcomes. The perfect classification metrics and the ROC 

Curve reaching the upper left corner indicate that the model successfully 

identified all approved and rejected applications without error. This level 

of accuracy suggests that the dataset used in the study is highly 

structured, with well-defined boundaries separating eligible and ineligible 

applicants. The dominance of the credit score and points variables 

reflects the strong influence of creditworthiness and internal evaluation 

systems in financial decision-making. These findings are consistent with 

previous empirical studies in credit risk modeling, which have shown that 

credit history, repayment behavior, and institutional scoring mechanisms 

are among the most reliable indicators of loan performance [2], [3], [6], 

[7], [10], [17]. 

The analysis of the Logistic Regression coefficients and odds ratios 

further clarifies the relationships between applicant characteristics and 

loan approval probability. Higher credit scores and evaluation points 

substantially increase the likelihood of approval, indicating that applicants 

who maintain strong financial discipline and institutional reliability are 

more likely to be trusted by lenders. In contrast, the negative association 

observed between loan amount and approval probability suggests that 

larger loan requests are perceived as riskier and thus less likely to be 

accepted. The variables income and years employed also contribute 

positively, although their influence is less significant compared to credit-

based measures. These results align with established credit scoring 
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literature emphasizing the predictive importance of borrower 

characteristics and financial ratios in risk assessment [3], [6], [7], [17], 

[18], [19]. 

Despite the excellent predictive results, the findings should be interpreted 

with caution. The perfect accuracy observed in this model is highly 

unusual in real-world financial applications, where data typically contain 

inconsistencies, incomplete records, and overlapping applicant profiles. 

This may indicate that the dataset used in the study is synthetic or highly 

curated, leading to a perfectly separable decision boundary. 

Consequently, the model may exhibit overfitting when applied to new or 

more diverse data. Prior research has warned about the illusion of 

classifier superiority and the risks of overfitting in predictive modeling [8], 

[9], [13]. To address this limitation, future research should consider 

testing the model using larger and more complex datasets, incorporating 

cross-validation techniques to assess model generalization, and 

comparing performance with alternative machine learning algorithms 

such as Random Forest or XGBoost, which have demonstrated strong 

performance in credit risk prediction tasks [8], [9], [11], [12]. 

In practical terms, the findings of this study provide valuable insights for 

financial institutions seeking to optimize their loan approval processes. 

By emphasizing measurable indicators such as credit score and 

evaluation points, institutions can enhance the objectivity and 

consistency of credit assessments. However, it remains crucial to 

balance predictive efficiency with fairness and ethical considerations. 

Over-reliance on automated scoring systems without periodic validation 

may unintentionally exclude certain applicant groups or introduce bias 

into lending decisions. Therefore, implementing explainable artificial 

intelligence techniques and fairness auditing tools could ensure 

transparency and accountability in credit evaluation systems [14], [15], 

[16]. 

Conclusion 

This study aimed to evaluate the factors influencing loan approval 

decisions using a Logistic Regression model trained on financial and 

employment data. The analysis incorporated key predictors, including 

income, credit score, loan amount, years employed, and points, to 

identify variables that most significantly affect the probability of loan 

approval. The results demonstrated that the Logistic Regression model 

achieved perfect classification performance, with all evaluation metrics—

Accuracy, Precision, Recall, F1-score, and ROC-AUC—recording values 

of 1.000. This outcome indicates that the model successfully 

distinguished between approved and rejected loan applications with 

complete accuracy, confirming that the dataset possesses clear 

separability between the two classes. 
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The examination of model coefficients and odds ratios revealed that 

credit_score and points were the most influential predictors, strongly 

increasing the likelihood of loan approval. Applicants with higher 

institutional scores and stronger credit histories were substantially more 

likely to receive approval, while larger loan requests were associated with 

a lower probability of approval. The findings emphasize that 

creditworthiness and institutional evaluation remain the most decisive 

factors in financial decision-making, while income and employment 

history serve as complementary indicators of financial stability. 

Although the model exhibited perfect performance, such results are 

rarely achievable in real-world financial environments. The exceptional 

accuracy may suggest that the dataset is highly structured or synthetic, 

which could limit the model’s ability to generalize to broader or more 

diverse populations. Therefore, future research should focus on 

validating the model using larger and more heterogeneous datasets, as 

well as exploring alternative algorithms such as Random Forest, Gradient 

Boosting, or Neural Networks to ensure robustness and reliability. 

Additionally, future studies are encouraged to incorporate fairness and 

explainability assessments to ensure that predictive accuracy does not 

compromise ethical and equitable lending practices. 

In conclusion, this study provides strong evidence that Logistic 

Regression is a powerful and interpretable tool for analyzing credit 

approval patterns. The insights derived from this research can assist 

financial institutions in enhancing their decision-making processes, 

improving risk assessment frameworks, and promoting transparency in 

automated credit evaluation systems. 
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